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Preface

The major additions to the fourth edition are new chapters on digital signals and digital communications.
Many of the other chapters have been considerably expanded, and new problem sets have been added.
Mathcad! has been introduced as a tool for problem solving, but the problems are formulated in such a way
that these can be solved using other computer packages, or a good calculator. Although there are many
powerful software packages available for circuit and system analysis, most are too highly specialized to be
included here. A more general program such as Mathcad requires the user to be able to formulate the physi-
cal concepts in mathematical terms, which requires a good understanding of the underlying theory. Also,
algebraic manipulation, with its attendant errors, can usually be avoided, as can simplifying assumptions
which limit accuracy in certain instances.

The text is intended for use in the final year of technology programs in telecommunications. A one-term
course covering the basics of communications systems might include material from chapters 1, 2, 3, 4, 8, 9,
10, 11, and 12. Material of a more difficult nature, such as that on the fast Fourier transform, could be omit-
ted without breaking the continuity, and instructors who wished to include more on receiver principles might
choose to make their own selection from these chapters and from chapters 5, 6, and 7. A second one-term
course on transmission and propagation could be based on chapters 13, 14, 15, 16, with material dealing with
systems being selected from the remaining chapters 17, 18, 19, and 20. There is more material in this book
than can be reasonably covered in the final year of a technology program: The aim has been to make it useful
as a reference text for technology graduates in the work force, as well as for students currently in college
programs. It is also hoped that the book will provide a useful “bridging text” for those graduate technologists
who continue with engineering degree studies.

The authors would like to thank the following reviewers for their valuable suggestions and input:
Donald Stenz, Milwaukee School of Engineering; Alvis Evans, Tarrant County Jr. College; Allan Smith,
Louisiana Tech University; Dr. Lester Johnson, Savannah State College; Warren Foxwell, DeVry Institute—
Lombard; Donald Hill, RETs Electronics Institute; Shakti Chatterjee, DeVry Institute—Columbus; and
Hassan Moghbelli, Purdue University—Calumet.

Dennis Roddy
John Coolen

The publishers would like to thank K. C. Raveendranathan, Professor and Head, Department of
Electronics and Communication, Government Engineering College, Barton Hill, Trivandrum, for his valuable
suggestions and inputs in enhancing the content of this book to suit the requirements of Indian universities.

! Mathcad is a trademark of Mathsoft Inc.
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A A

Passive Circuits

1.1 Introduction

A passive electric network is defined in the IEEE Standard Dictionary of Electrical and Electronic Terms as an
electric network containing no source of energy. Passive networks contain resistors, inductors, and capacitors
connected in various ways. The properties of the network are independent of the energy sources energizing the
network.

In this chapter, circuits that are of particular relevance to electronic communications are examined. It
is assumed that the student has a thorough understanding of ac and dc circuit theory.

An objective of the chapter is to explain how circuits function, and for this reason specific computer
packages for circuit analysis have been avoided. Even so, it should be recognized that the computer approach
to circuit analysis generally eliminates much algebraic manipulation, which is a common source of errors.

Examples and problems are set up so that they also can be solved without the aid of specific computer
packages or programs, but the student will find that a programmable calculator or a personal computer, along
with a versatile program such as Mathcad/MATLAB, is an extremely useful tool for problem solving.

1.2 Attenuator Pads

An attenuator pad is a resistive network that is used to introduce a fixed amount of attenuation between
a source and a load. Referring to Fig. 1.2.1, let I represent the load current without the network inserted,
and I the load current with the network inserted; then the insertion loss of the network is defined as the
ratio I7/1; o.

In addition to providing attenuation of the signal, the pad usually has to provide input and output
matching. Again referring to Fig. 1.2.1, this means that the input resistance Ry must be equal to the source
resistance Ry, and the output resistance RoyT must be equal to the load resistance R;. In evaluating Ryy the
load must be connected, and in evaluating Royt the source must be connected.
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Iio
—>

Ry Attenuator < Rour= R,
Pad

E E

(a) (b)

Figure 1.2.1 Source and load (a) connected directly and (b) connected through an attenuator pad.

From Fig. 1.2.1(a) the reference load current I; o is seen to be given by

E (1.2.1)

Lp=——"—
Lo Re + Ry

The quantities I;, RN, and Ryt shown in Fig. 1.2.1(b) have to be evaluated for specific attenuator
circuits. Commonly employed circuits are the T-attenuator and the pi-attenuator, analyzed in the following
sections.

The T-Attenuator

The network resistors that make up a T-attenuator are shown as Ry, Ry, and R3 in Fig. 1.2.2. The name
T-attenuator arises because the circuit is configured like the letter T. Applying Kirchhoff’s voltage law to the
loop consisting of the source and R and R, yields

E=1-Rg+ R +R3) — I R3 (1.2.2)
Applying Kirchhoff’s voltage law to the loop consisting of R, Ry, and R3 yields
0=—-1I1R3+ I (R, + R3 + Ry) (1.2.3)
Equations (1.2.2) and (1.2.3) may be solved for I to give
E - R3

I = . (1.2.4)
(Rs+ R +R3) - (Rp + R3 + R) — R3

Combining Eqgs. (1.2.1) and (1.2.4) gives for the insertion loss

1
IL — 71‘
Iro
_ R3 - (Rs + Ry) (1.2.5)
(Rs+ Ry + R3) - (Ry + Ry + Ry) — R3

The insertion loss (IL) is usually quoted in decibels. This will be denoted by IL dB, which by definition is
IL dB = —20logjg IL (1.2.6)

The negative sign is to show that attenuation occurs; that is, the insertion loss will come out as a
positive number of decibels.
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Figure 1.2.2 T-attenuator.

The equations for input resistance and output resistance are found from inspection of Fig. 1.2.2. For the
input resistance, the source is removed and the load left connected. The input resistance is that seen looking
to the right into the network:

R3 - (R + Rp)
RN =R, + ———=— "L (1.2.7)
(Ry + R3 + Ryp)
For the output resistance, the load is removed and the source left connected (with the source emf at
zero). The output resistance is that seen looking to the left into the network:
R3 - (R + Ry)
Rour=Ry+ ———77— (1.2.8)
(Ry + R3 + Ry)

Given the problem of designing an attenuator to meet specified values of input resistance, output
resistance, and insertion loss, Egs. (1.2.5), (1.2.7), and (1.2.8) can be solved for Ry, Ry, and R3. Because the
insertion loss is usually quoted in decibels, it must first be converted to a current ratio using Eq. (1.2.6) before
being substituted into the equations.

Unfortunately, explicit expressions for Ry, Ry, and R3 cannot be obtained, and numerical methods must
be employed. Furthermore, not all combinations of input resistance, output resistance, and insertion loss can be
met in a given attenuator design, and where the design fails, some of the resistor values will come out negative.

— EXAMPLE 1.2.1

Determine the resistor values for a T-attenuator that must provide 14-dB attenuation between a 75-()
source and a 50-() load. The attenuator must also provide input and output matching.

SOLUTION From Eq. (1.2.6), the insertion loss is
L=10"%"=02

The three equations to be solved are then

02 — R3 - (Rg + Rp)

" (Rg+ R +R3) - (Ry+Ry+R) —R3
Ry (R, + R

75 = Ry + 3 (R L)
(Ry + R3 + Ry)
Ry (R| + R

50 = Ry + 3 (R s)

(Ry + R3 + Ry)
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results obtained using Mathcad are R = 56(), R, = 29(), and R3 = 25(), respectively, the values being

|-Numerical methods must be employed, for example, using a computer or programmable calculator. The
rounded off to integer values.

Exercise 1.2.1 Repeat the preceding calculations for an insertion loss of 1 dB.
(Ans. R; =106 Q, Ry = —79 ), and R3 = 450 ().)

In the preceding exercise, the negative value for R, shows that the attenuator is physically unrealizable.

Although the attenuator design in general is best achieved by computational methods, as shown by the
preceding results, there is one particular case of practical importance that allows for an analytical solution. This
is when the attenuator has to provide a specified attenuation between a matched source and load. This results
in a symmetrical attenuator in which Ry = Ry and Ryy = Royr. Let R = Ry = R and Ry = Royt = R, Then
either Eq. (1.2.7) or (1.2.8) gives

Ri(R + R
R, =R+ R3(R+Ry) (1.2.9)
Ry +R+R,
From this, we have
R,— R _ Rs

_ (1.2.10)
R+R, R3;+R+R,

From Eq. (1.2.1), Iy o = E/2R,,, and because Ry = R,,, the input current to the attenuator is also equal to I .
Applying the current divider rule to the center node gives I;, = I[oR3/(R3 + R + R,), and therefore the

insertion loss IL is

R3

L= (1.2.11)
Ry +R+R,
The right-hand side of this is seen to be the same as that for Eq. (1.2.10), and therefore
Ro =R _ (1.2.12)
R+ R,
P R=RA L (1.2.13)
1 +1IL

This allows the resistor R to be determined for a given insertion loss. Once R is known, R3 can be determined
from Eq. (1.2.11), and it is left as an exercise for the student to show that

~ 2R,(L)

1 — (IL)?

(1.2.14)
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~ EXAMPLE 1.2.2

A T-type attenuator is required to provide a 6-dB insertion loss and to match 50-() input and output. Find
the resistor values.

SOLUTION From Egq. (1.2.6), 6 dB gives an insertion loss ratio of 0.5:1. Therefore, from Eq. (1.2.13),
1-05

R =50 X = 16.67 ()
1+05
From Eq. (1.2.14),
100 X 0.5
Ry =———5 = 66.67 Q
— 1-05

The Pi-Attenuator

The network resistors making up the pi-attenuator are shown as R4, Rg, and R in Figure 1.2.3. The name
pi-attenuator arises because the circuit is configured like the Greek letter 7. A direct analysis of the circuit
may be carried out to find the input resistance, output resistance, and insertion loss in terms of the network
resistors. Alternatively, Egs. (1.2.5), (1.2.7), and (1.2.8) may be transformed through duality to give, for the
pi-network,

Gs + Gy,
IL = G¢- X (1.2.15)
(Gs + Gy + Go) - (Gp + Gc + Gp) — Ge
Ge- (Gp+ G
Gy = Ga + Ge- (Gp + G1) (1.2.16)
Gp + G + G,
Ge- (Gy+ G
Gour = G + Ge - (Ga* Gs) (1.2.17)

Gy + Ge + Gy

In these equations, conductance G is the reciprocal of resistance R; thus G¢ = 1/R¢, and so on.
Although the equations are most easily solved in terms of conductance, resistor values will usually be speci-
fied. The computations therefore generally involve the extra steps of converting source resistance and load
resistance into conductance values and, once the network conductances are found, converting these back into
resistor values.

Alternatively, a T-attenuator may be designed to meet the specified values of insertion loss, input resist-
ance, and output resistance, and the resulting R, R», and R3 values converted to R4, Rg, and R values using
the Y-A transformation.

Figure 1.2.3 Pi-attenuator.
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The equations obtained using the Y-A transformation are

B RiRy + R{R3 + RoR3

Ry % (1.2.18)
Ry

Rp = Ry—= (1.2.19)
Ry
Ry

Re = Ry~ (1.2.20)
R3

There is no particular advantage favoring the w-configuration or the T-configuration, except in specific
situations where one type may yield more practical values of resistors than the other. It also follows that if
one type is physically unrealizable so also will be the other.

As with the T-attenuator, an analytical solution for the specific case of equal input and output resistances
may be obtained. Denoting the insertion loss (as a current ratio, less than unity) as IL, and Rg = R;, = R,
the resulting equations are

Ra=Rg=R, (1.2.21)
1 — (IL)?

Rc=R, ————— 1.2.22

C 0 7. (IL) ( )

— EXAMPLE 1.2.3
A pi-attenuator is required to provide a 6-dB insertion loss and to match 50-) input and output. Find the
resistor values.
SOLUTION From Eq. (1.2.6), an insertion loss of 6 dB gives IL = 0.5. From Eq. (1.2.21),

1405
Ry =Rg =50 X — = =1500

From Eq. (1.2.22),

1-0.
Re=50X ———> = 3750
- c= 30X 0

The L-Attenuator

The T- and pi-attenuators described so far are made up of three resistors. The value of each resistor can be
chosen independently of the others, thus enabling the three design criteria of input resistance, output resist-
ance, and insertion loss to be met. In many situations the only function of the pad is to provide matching
between source and load, and although attenuation will be introduced, this may not be a critical design
parameter. This allows a simpler type of pad to be designed, requiring only two resistors; it is known as an
L-pad because the network configuration resembles an inverted letter L.

Figure 1.2.4 shows the L-attenuator, and it will be seen that this can be derived from either the T- or the
pi-attenuator simply by the removal of one of the resistors. For convenience, it is assumed that the T-network
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I
I I
—WW—0——
Rg R, Ry Ry R,
§R3 §RL §R3 g Ry
E E
(a) (b)

Figure 1.2.4 L-attenuator for (a) Rg > Ry and (b) Rg < R;.

forms the basis, so the resistor labels are the same as those used in the T-network, and the T-network equations

can be used to evaluate these. Exactly the same resistor values would result by using the pi-network as the basis.

As shown in Fig. 1.2.4, different configurations are required depending on whether Rg¢ > Ry or Ry < Rj.
Figure 1.2.4(a) shows the circuit required for the condition Rg > R;. Inspection of the circuit shows that

R3Rp
Ry=Rip =R+ o —
Ry + Ry
So
R3R
RS - Rl = 3L
R3 + Ry,
and therefore
1 1 1
- = 4 (1.2.23)
Rs— Ry Ry Rp
Also,
R3(Ry + Ryg)
R; =R = —
L= 7OUT = p o+ Ry + Ry
which gives
1 1 1
T (1.2.24)

R, R3 R} +Rg
The 1/R3 can be eliminated from Eqs. (1.2.23) and (1.2.24), giving

1 1 1 1

Rs— R, R, R, R3+R
1 1 2

+ =
Rs— R,  Rs+R, R,
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_ 2Rg 2

"RA-R R

~ RY = R} — RqR,,

or
Ry = VRs(Rs — Ryr) (1.2.25)

Adding Eqgs. (1.2.23) and (1.2.24) and simplifying for R3 gives

RS — Ri
Ry=—— (1.2.26)
Ry
With R, = 0, Eq. (1.2.5) gives
R3;- (Rg+ R

IL = 3°(Rs * Ry) (1.2.27)

2
(Rs + Ry + R3) - (R3 + R) — K3

These equations are for the situation shown in Fig. 1.2.4(a), where the source resistance is greater than
the load resistance.

— EXAMPLE 1.2.4

Design an L-attenuator to match a 75-) source to a 50-() load, and determine the insertion loss.

SOLUTION From Eq. (1.2.25),

Ry =V75 X (75 — 50) = 43.3Q
From Eq. (1.2.26),

2 2
752 — 43.3
Ri=—— """ — 8660
3 433

From Eq. (1.2.27),

- 86.6 X (75 + 50)
(75 + 43.3 + 86.6) X (86.6 + 50) — 86.6

L In decibels, this is —20 log 0.528 = 5.54 dB.

= 0.528

For the condition Rg < R;, Fig. 1.2.4(b) applies. Inspection of the circuit yields

Ry (Ry + R
RN = M (1.2.28)
Ry + Rs + Ry,
Ry R
Rour = Ry—>——- (1.2.29)

R3 + Ry
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These equations may be solved to yield

Ry = VRp - (Rp — Ry) (1.2.30)
2 2
R} — R
Ry = =2 (1.2.31)
Ry

Equation (1.2.30) is used to find R,, and then Eq. (1.2.31) to find R3. The insertion loss is obtained
from Eq. (1.2.5), with Ry = 0, as
Ry (Rg+ R
IL = 3° (Rs * Ry) - (12.32)
(Rs + R3) - (Ry + R3 + R) — R3

— EXAMPLE 1.2.5

Design an L-attenuator to match a 10-£) source to a 50-() load, and determine the insertion loss.

SOLUTION From Eq. (1.2.30),
Ry = V50 X (50 — 10) = 44.72 Q)
and from Eq. (1.2.31)

PO 7
3 44.72 )

From Eq. (1.2.32),
11.18 X (10 + 50)

IL = > =0318
(10 + 11.18) X (44.72 + 11.18 + 50) — 11.18

L In decibels, this is —20 log 0.318 = 9.95 dB.

1.3 Series Tuned Circuit

Impedance of a Series Tuned Circuit

The series tuned circuit consists of a coil connected in series with a capacitor, as shown in Figure 1.3.1.
Resistance r must be included since in a practical circuit there will always be resistance, mostly that of
the coil.

Denoting by X the total reactance of the circuit, equal to wL — 1/wC, the impedance is given by

Zy=r+ X

,,+j(wL_1) (1.3.1)
oC

The magnitude of the impedance is

Z| = Vi* + X (13.2)
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NS
+ =C
-
Vv
L
Figure 1.3.1 Series tuned circuit.
The phase angle of the impedance is
X
by = arctan7 (1.3.3)

An examination of the impedance equation shows that at high frequencies such that oL > 1/wC the
inductive term dominates and X is positive. At low frequencies such that wL < 1/wC the capacitive term
dominates and X is negative. Figure 1.3.2 shows the impedance plot for a series circuit for which C = 57 pF,
L =263 uH, and r = 21.5 Q.

Since X can vary from positive to negative, there must exist a frequency at which it is zero. This frequency
is known as the series resonant frequency.

Series Resonant Frequency

Series resonance occurs when the reactive part of the impedance is zero or, equivalently, the phase angle is zero,
as shown by Eq. (1.3.3). The magnitude of the impedance is a minimum at resonance, equal to 7 from Eq. (1.3.2).
Denoting the series resonant frequency as wg, = 2f;,, then for resonance

ot~
from which
1
fso = m (1.3.4)

Equation (1.3.4) shows that by adjustment of either L or C (or both) the circuit can be brought into res-
onance with the applied frequency, a process known as funing, and the circuit is also referred to as a series
tuned circuit. The usefulness of the series tuned circuit is that it permits signals at one frequency to be
selected in preference to those at other frequencies, a property referred to as frequency selectivity.

Series Q-Factor

The Q-factor (which stands for quality factor) can be defined as the ratio of inductive reactance at resonance
to resistance in a tuned circuit. (The concept was originally applied to coils to indicate that a high reactance
relative to resistance was desirable.) Normally, any series resistance associated with the capacitor in the
tuned circuit is negligible, but, if significant, it is included in the total series resistance. The Q-factor can
therefore be expressed as

wgoL

0, = == (1.3.5)

r
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Figure 1.3.2 Impedance magnitude and phase angle as functions of frequency for L = 263 yH, C = 57 pF, and
r=215Q.

Since wg,L = 1/wg,C, the Q-factor can also be expressed as

Qs = 1 (1.3.6)

0Cy

The subscript s signifies series Q-factor. The Q-factor is an important parameter used in specifying the
behavior of tuned circuits, so much so that instruments known as Q-meters are routinely used to measure Q.
The Q-meter allows the Q-factor of a coil to be measured at a specific frequency and tuning capacitance.

Assuming that Q-meter measurements yield wg,, C and Q, then L and r are easily found from Eqgs. (1.3.5)
and (1.3.6). Also, by combining Egs. (1.3.4). (1.3.5), and (1.3.6), it is easily shown that

O = - Ve (1.3.7)

The significance of Eq. (1.3.7) is that it shows Qy is constant to the extent that L, C, and r are constant.

This holds reasonably well for frequencies about resonance (but see Sections 1.5 and 1.6 for a discussion of
ways in which Q may vary with frequency).

The Q-factor is also referred to as the voltage magnification factor because it gives the ratio of reactive

voltage magnitude to applied voltage at resonance. This follows because the current at resonance is V/r; where
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V is the applied voltage, and the magnitude of the voltage across L is (V/r) + wzL = VQ, and across C it is
V/r) - log,C = VO.

The magnitude of either reactive voltage is seen to be Q times the applied voltage, and this can reach
comparatively high levels. Although the total reactive voltage at resonance is zero, it is possible to make use
of the voltage magnification by coupling into the inductive or capacitive voltage separately, and use is made
of this in filters and coupled circuits, as described later.

Note that the voltage rating of the reactive elements must take into account the expected high voltage
at resonance, and that the inductive voltage is not the same as the voltage across the inductor, which includes
the voltage across r.

Impedance in Terms of Q
Equation (1.3.1) for impedance can be rewritten as
S )
=r 2= _
s J , oC,

L and C can be eliminated through the use of Egs. (1.3.5) and (1.3.6) to give

Z, = r(l +j(“’ - ‘”“")QS) (13.8)

Wgo w

Denoting the frequency variable by y,

y = wim T e (1.3.9)
allows the impedance to be expressed as
Zs = r(1 + jyQy) (1.3.10)
Z| = V1 + jyo (13.11)
by = tan” ' yO, (13.12)

These impedance relationships enable the performance of the circuit to be readily gauged in terms of the
Q-factor. The higher the Q-factor is, the greater the impedance magnitude at a given frequency off resonance
and the sharper the phase change. The frequency selectivity of the circuit is also highly O dependent.

Relative Response

The relative response of the circuit is the ratio of the current at any given frequency to the current at reso-
nance. For a constant applied voltage V, the current in general is V/Z and at resonance it is V/r. Hence the
relative response is

A = —
"z
1
1+ jy0 (1.3.13)

The relative response determines the frequency selectivity of the circuit, which is how well it discriminates
between wanted and unwanted signals. A measure of this is the —3dB bandwidth described in the following
section.
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Relative Response in Decibels

The relative response in decibels is the magnitude of A, expressed as a decibel voltage ratio:

A,dB = 20 log (1.3.14)

1
V1 + (y0)*

= —10 - log(1 + (y0)%)

The curve of Fig. 1.3.2 is plotted as a relative response curve in Fig. 1.3.3.

The —3dB Bandwidth

The main function of a tuned circuit is frequency selection, that is, the ability to select frequencies at
or near resonance while rejecting other frequencies. A useful measure of the selectivity is the —3-dB
bandwidth. This is the frequency band spanned by the —3-dB points on the resonance curve, as shown in
Fig. 1.3.3.

At the —3-dB points, the magnitude of the relative response is 1\6, and comparing this with
Eq. (1.3.13), it is seen that 2 = 1 + (ngs)2 or y3 = =1/Q, where y3 is y evaluated at the —3-dB frequen-
cies. These are denoted as f'3 and f”3 in Fig. 1.3.3. This last expression written in full is

Jj”i_];i;: L+ Qly (1.3.15)
or f=fi= rfs”Q'sf :
0
2

-3-dB
Bandwidth

Relative response, dB
&

-10

-20 -10 0 10 20
Frequency shift from resonance, kHz

Figure 1.3.3 Relative response in decibels for a series tuned circuit.
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Referring to Fig. 1.3.3, it is seen that f'5 is less than f;,,, and therefore

22 Jso " 13
3= fso= — MTY
Also, f" is seen to be greater than f,, and therefore
22 Jso " "3
3= fso= + s
Oy
Hence
/!2 I2 f " !
f3=13=""2(f"3+ f3)
Oy
. ” ’ " 1 _ f:go ” ’
(=B TR = a(f3+f3)
)
or f”3 - f’3 = & (1.3.16)
Qs
However, as can be seen from Fig. 1.3.3, f"3 — f’3 is the —3-dB bandwidth, and therefore
Jso
Bygg =— (1.3.17)
Oy

Thus, for the series tuned circuit of Example 1.3.2 for which Q = 100 and f;, = 1.3 MHz, the —3-dB bandwidth
is 13 kHz.

Series Tuned Wavetrap

One function of a tuned circuit is to select a signal at a wanted frequency while rejecting signals at other fre-
quencies. One way in which this may be achieved is to use the tuned circuit as a wavetrap, meaning simply
that it traps signals at the resonant wavelength. Figure 1.3.4 shows a simple wavetrap circuit. By tuning the
series tuned circuit to resonate at the unwanted frequency, the unwanted signal will be shunted away from
the load resistor R;.

Lc
so 5
W® w® =
L

Figure 1.3.4 Simple wavetrap circuit.
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Figure 1.4.1 Parallel tuned circuit.

1.4 Parallel Tuned Circuit

The parallel tuned circuit is shown in Fig. 1.4.1. The inductor has inductance L and resistance 7 The capacitor
has capacitance C and is assumed to have negligible resistance. This represents quite accurately most parallel
tuned circuits. As will be shown, the resonant frequency and the Q-factor of the parallel tuned circuit are, for
all practical purposes, equal to those of the series tuned circuit, but the impedance is the inverse, being very
high at resonance and decreasing as the frequency departs from the resonant value.

Impedance of a Parallel Tuned Circuit

Denoting the capacitive branch impedance by Z, and the inductive branch by Z;, then from Fig. 1.4.1 the
parallel impedance is given by

= _Azc (1.4.1)
Z; + Z¢c
Now, Z¢ = 1/joC and Z; = r + joL = joL. The approximation introduced here is that the inductive
reactance will be very much greater than the resistance at high frequencies, which is normally the case. It
will also be seen that the denominator is equal to the impedance of the same components connected in series,
or Zy = Zy + Z¢, which from Eq. (1.3.10) is Z; = r(1 + jyQ,). Combining these expressions gives, to a very
close approximation:

L/C
r (1 +jyQy)

___ R (1.4.2)
(I +jyQy)

where Rp is known as the dynamic impedance:

Rp=— 1.4.3
D=, ( )

The parallel impedance is seen to equal the dynamic impedance when the complex term in the denomina-
tor is equal to unity. This corresponds to the resonant condition for the parallel tuned circuit. The subscript D, for
“dynamic,” is used to emphasize that the expression applies only for alternating currents at resonance, and the
symbol R is to show that at resonance the impedance is purely resistive.



16 Electronic Communications

Before examining the resonant conditions in more detail, it is left as an exercise for the student to show
that, in terms of Q-factor, alternative forms of the equation for dynamic impedance are

RD:(J)OL‘Q
0

w,C
=0 r (1.4.4)
In these expressions the single subscript o is used for resonant frequency, and the subscript s is dropped from Q,
for reasons which will be apparent shortly.

The form Q/w,,C is particularily useful because each of the quantities involved can be obtained directly
from Q-meter measurements. The form Q2 - r is interesting in that it shows clearly the relationship between
the series and parallel impedances at resonance. For example, if Q = 100 and r = 20 (), then when connected
as a series circuit the impedance at resonance would be 20 Q) purely resistive, while connected as a parallel
circuit the impedance at resonance would be 200 k() purely resistive. Note again the distinction, however, that
the 20 () is the physical resistance of the coil, which opposes direct as well as alternating currents (but see
Section 1.6), while the 200 k() is a “dynamic resistance” applicable only to alternating current at resonance.

In summary, it is seen that the parallel circuit offers a high impedance, and the series circuit a low imped-
ance at resonance, and the parallel impedance varies with frequency as the inverse of the series impedance.
Furthermore, it may be shown that if /, is the input current at resonance to a parallel circuit, the magnitude of
the current in the capacitive branch is 1,0 and in the inductive branch = 1,Q. Thus, whereas the series resonant
circuit exhibits voltage magnification, the parallel resonant circuit exhibits current magnification.

Parallel Resonant Frequency and Q-Factor

Parallel resonance occurs when the reactive part of the impedance is zero. This requires the imaginary term
JyQs in the impedance equation to be equal to zero. Since this is the same term as occurs in the series imped-
ance equation, the resonant frequency must be the same for both circuits, and the subscript s can be dropped.
Furthermore, by defining the Q-factor as Q = w,L/r = 1/w,Cr; the Q-factor can be used for these ratios wher-
ever they appear in equations, whether for series or parallel circuits, and no subscript is required.

It will be recalled that the expression for parallel impedance involved the approximation y << \wL ,
which is true for most cases of practical interest, and this is a required condition for the simplified relation-
ships between parallel and series circuits to hold true.

Relative Response of the Parallel Tuned Circuit

When the parallel tuned circuit is fed from a constant current source /, the voltage in general is given by
V=1-Z,=1-Rp/(l + jyQ) and at resonance by V, = I - Rp. The relative response A, is the ratio V/V,
and is seen therefore to be given by

1
A= —"—
1+ jy0

This shows that the relative response for the parallel tuned circuit is identical to that for the series tuned cir-
cuit, given by Eq. (1.3.13).

It also follows that the —3-dB bandwidth will be given by the same expression as for the series tuned
circuit, or B3 gqg = f,/Q. Note carefully, however, that the relative response for the parallel circuit is defined
in terms of voltages, while that for the series circuit is defined in terms of currents.

(1.4.5)
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Figure 1.4.2 Parallel tuned wavetrap.

A Simple Parallel Tuned Wavetrap

The tuned circuit in Fig. 1.3.4 may be connected as a parallel tuned circuit, and tuned to resonate at the
wanted frequency. In this way it becomes a wavetrap for the unwanted frequency.

The parallel tuned circuit may also be used as a wavetrap, as shown in Fig. 1.4.2. In this situation the
wanted and unwanted signals appear as emfs in series. The parallel tuned wavetrap is connected in series
with the load and is tuned to resonate at the unwanted frequency, so it presents a high impedance to this
current component (recall that the series circuit was connected in parallel with the load).

1.5 Self-capacitance of a Coil

In addition to resistance, an inductor has capacitance distributed between the turns of the winding. A reasonably
accurate circuit representation using lumped (as distinct from distributed) components is shown in Fig. 1.5.1(a).
This figure shows that the coil in fact appears as a parallel tuned circuit, which can be represented as an imped-
ance Zyefr = reff T joLeg and which can be evaluated by the methods described in Section 1.4. The coil has a
self-resonant frequency given by wg,. = 1/V LC,, and for the coil to behave as an inductor with series resistance
and inductance, the frequency of operation must be below the self-resonant frequency of the coil.

A useful approximate expression may be derived for L. for frequencies such that IyQI2 > 1 (note that
y = w/og — ogl/w in this context). For typical circuits this would include frequencies up to about 90%
of f;,. Considering the coil as a parallel tuned circuit, then Eq. (1.4.2) can be used to represent this:

Zp — %
(1 + jyQsr)

RDsr .
=D (1 - jyo,)
I+ (yOy)

Rpy .
~—== (1 = jyQy) (1.5.1)
(Osr)
The subscript sr is used to denote the coil self-resonant conditions. From this it is seen that
Feff = RDsr/(str)2~ Recalling that Rpy, = Ofrr, this may be substituted to give

r
Veff = 7 (1.5.2)
y
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C,T Cuotal] CT

(a) (b) (©

Cy= tuning capacitance
Ctouil = Co + CT

Figure 1.5.1 (a) Coil with self-capacitance C,,. (b) In a parallel tuned circuit C, is absorbed in the total tuning capacitance.
(c) In a series tuned circuit, C, appears separate from Cr.

The effective inductance is obtained by equating wLle;rf = —Rpg/yQ,. Again recalling that
RDsr = erwsrL giVGS

L
oLop = ——2 (15.3)
After simplifying, this gives
L
Lgf=—"""> (1.5.4)
1 = (0/oy)

The effective Q-factor of the coil at angular frequency w may be defined as Qeff = WLeff/Tefr. Using
Egs. (1.5.2) and (1.5.4) gives, after simplifying,

2
Qetf = Q{l - (w) } (15.5)
Wy
Care must be taken in how the effective circuit values are used. If the coil forms part of a parallel tuned
circuit, as shown in Fig. 1.5.1(b), then C, is simply absorbed in the total tuning capacitance and the circuit
behaves as a normal parallel tuned circuit, with the total tuning capacitance, which includes C,, resonating
with the actual inductance L. The operating frequency must be below the self-resonant frequency of the coil.
When the coil is used as part of a series tuned circuit, as shown in Fig. 1.5.1(c), then L. is the induc-
tance to which the external capacitor must be tuned for resonance, and Q¢ Will be the effective Q-factor,
assuming that the losses in the capacitor are negligible. The bandwidth of the series circuit, assuming Qegf
remains sensibly constant over the bandwidth range, is given by

/e
B3 dBeff = 7Q0ff (1.5.6)
&

It is worth noting that most Q-meters measure Qefs.
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— EXAMPLE 1.5.1

A coil has a series resistance of 5 (), a self-capacitance of 7 pF, and an inductance of 1 pH. Determine the
effective inductance and effective Q-factor when the coil forms part of a series tuned circuit resonant at
25 MHz.

SOLUTION The self-resonant frequency of the coil is
1

for = = 60 MHz
20V1070 x 7 x 10712
The Q-factor of the coil, excluding self-capacitive effects, is
2m X 25 % 10® x 107°
= =314
5
Hence
-6
10
Legf = —— 5 =121puH
1 — (25/60)
and

252
Qeff = Q(l - (60) ) =26

1.6 Skin Effect

The self-induced emf in a conductor resulting from the rate of change of flux linkages opposes the current flow
that gives rise to the flux (Lenz’s law). Normally it is assumed that all the flux links with all the conductor.
However, the actual flux linkages increase toward the core of the conductor, since the magnetic flux within the
conductor only links with the inner section; in Fig 1.6.1(a), for example, flux line ¢ links with the complete con-
ductor, while flux line ¢, links only with the section of radius a. The self-induced emf is greatest at the center
of the conductor, which experiences the greatest flux linkages, and becomes less toward the outer circumference.
This results in the current density being least at the center and increasing toward the outer circumference, since
the induced emf opposes the current flow (Lenz’s law). The lower current density at the center results in lower
magnetic flux there, which tends to offset the effect producing the nonuniform distribution, and, in this way, equi-
librium conditions are established. The overall effect, however, is that the current tends to flow near the surface
of the conductor, this being referred to as the skin effect. Because the current is confined to a smaller cross section
of the conductor, the apparent resistance of the conductor increases. The increase is more noticeable for thick
conductors and at high frequencies (where the rate of change of flux linkages is high). Equally important is the
fact that the resistance becomes dependent on frequency.

With coils, a special type of wire called Litzendraht wire (Litz wire, for short) is often used to reduce
skin effect. Litz wire is made up of strands insulated from each other and wound in such a way that each
strand changes position between the center and outer edge over the length of the wire [Fig. 1.6.1(b)]. In this
manner, each strand, on average, has equal induced emfs, so that over the complete cross section (made up
of the many cross sections of the individual strands), the current density tends to be uniform.
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(b)

Figure 1.6.1 (a) Magnetic flux linkage in a conductor. (b) Litzendraht wire.

1.7 Mutual Inductance

Reaction between inductive circuits that are physically isolated can occur as a result of common magnetic flux
linkage. This effect can be taken into account by means of a mutual inductance M. For a harmonically vary-
ing current /1 in an inductance L that is magnetically coupled to an inductance L, the induced emf in L, is
given by

Ey = *joMI, (1.7.1)

The sign to be used depends on the physical disposition of the coils, the situation for the positive sign (meaning
E leads 7 by 90°) being shown in Fig. 1.7.1(a).

A useful equivalent circuit is shown in Fig. 1.7.1(b), but this is valid only for ac conditions; it shows
a dc path where none may exist in the actual circuit.

The situation where E5 lags I1 by 90° is shown in Fig. 1.7.2. In practice the coils may be enclosed in
a screening can, shown dotted, and the internal connections are not visible. Thus the output may be reversed
in phase from that of the previous situation, as shown. An equivalent circuit for this situation is shown in
Fig. 1.7.2(b).

On circuit diagrams the phase relationships are sometimes identified by dots, this being referred to as
the dot notation method. Thus, for Fig. 1.7.1, if the primary dot is placed at terminal 1, the secondary dot
would be placed at terminal 2. For Fig. 1.7.2, with the primary dot at terminal 1, the secondary dot would be
placed at terminal 2'.

From Fig. 1.7.2(a), it is seen that with terminals 1" and 2’ joined together, the total number of turns in
a given direction of winding is increased, and therefore the total inductance between terminals 1 and 2 should
be at least L| + L,. Mutual inductance, if present, must therefore add to this, and from Fig. 1.7.2(b), the
inductance between terminals 1 and 2 is seen to be L; + Ly + 2M. This is the maximum value of inductance
that can be achieved with L and L, in series.

For Fig. 1.7.1(a), with terminals 1’ and 2’ joined together, the, magnetizing force of L, opposes that of L,
because the windings are in opposite directions. As a result, the mutual inductance M opposes the self-inductance
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Figure 1.7.1 (a) Mutual-inductive coupling in which the secondary voltage leads the primary current by 90°. (b) Equivalent
circuit for (a).

Li+M  Ly+M

1 2
-M
2 r 2/
e (b)
E, = —jwMI,
2/

Figure 1.7.2  (a) Mutual-inductive coupling in which the secondary voltage lags the primary current by 90°. (b) Equivalent
circuit for (a).

in each case. From Fig. 1.7.1(b), the total inductance between terminals 1 and 2 is seen to be L + L, — 2M.
Thus the total series inductance of two coils connected in series is given by

Ls = L] + L2 +=2M (172)
A similar but rather more involved argument shows that for two inductors in parallel the total inductance

is given by
LiL, — M*

= 1.7.3
P L+ Ly, £ 2M (1.7.3)
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By utilizing mutual inductance between two coils, the effective inductance can be altered in steps, by
making the appropriate connections, from a minimum L;,;, to a maximum L,,x, where

Luin = Lily = M (1.7.4)
mn L+ Ly, +2M o
Liypax = L1 + Ly + 2M (1.7.5)

Furthermore, by making M variable, for example, by physically altering the spacing between the coils, a con-
tinuously variable inductance is obtained.

Note that M cannot be identified as a physical winding in the sense that L and L, can, and it has to be
determined by measurement. In practice, it may prove easier to determine what is termed the coefficient of
coupling k, where

M =kV L]Lz (176)

1.8 High-frequency Transformers

Mutual inductive coupling forms the basis of most high-frequency transformers. The circuit for a high-frequency
transformer is shown in Fig. 1.8.1(a), where, in addition to the inductive elements, the series resistance of each
coil is also shown. The notation has also been changed slightly; the subscript p signifies “primary” and s signifies
“secondary.” The primary, the secondary, or both, may be tuned. C,, is the primary tuning capacitance, and C; the
secondary tuning capacitance.

The equivalent circuit, based on the equivalent circuit of Fig. 1.7.1(b), is used here, which, it will be
recalled, means that the secondary induced voltage jwMI), leads the primary coil current I, by 90°. In general,
it seldom matters if this voltage leads or lags the current by 90°.

The following notation is used in the equivalent circuit:

Zy, =1, T joL, (1.8.1)
Zs = rg + joLg (1.8.2)
Zym = joM (1.8.3)
M
Igjpké CP% LP% %LA % C§RL
(@)

Figure 1.8.1 (a) High-frequency transformer circuit. (b) Equivalent circuit for (a). (c) Block schematic for (b).
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The load resistance is in parallel with the secondary tuning capacitor, and the parallel impedance Z, is

Ry,

= 1.84
1 + joCRy, (1.84)

V4)

Likewise, at the primary, the source resistance R, appears in parallel with C,, and the impedance Z; is

R()

S — (1.8.5)
1 + joCyR,

Z

Transfer Impedance

The transfer impedance Zy is the ratio of output voltage V to input current /. To find Vj, note that current
I divides at the input junction and the current divider rule may be employed to find 7,,. Current 1, divides at
the center junction and again the current divider rule may be employed to find /5. The analysis is straight-
forward, and the result is

I = 12,2y, 5 (1.8.6)
(Zp +Z)Zs + Zy) — Zyy
The secondary voltage is I;Z,, and hence the transfer impedance is

Vs

Z -2

T

VAV Y4

= 122%m (1.8.7)

o 2
(Zy + Z)(Zy + Zp) — Z)y,

It will be observed that Z7 takes into account the damping effects of the source resistance R, and load
resistance Rj.

— EXAMPLE 1.8.1

A high-frequency transformer has identical primary and secondary circuits for which L, = Ly = 150 pH,
C, = Cy = 470 pF, and the Q-factor for each circuit alone (that is, not coupled) is 85. The coefficient of
coupling is 0.01. The load resistance is 5000 (2, and the constant current source feeding the transformer
has an internal resistance of 75 k(). Determine the transfer impedance at resonance.

SOLUTION The common resonant frequency is

1
w, = = 3.77 Mrad/sec
V150 x 1076 x 470 x 1012
5000
7, = - — = 63 — j558 O
1+ 377 % 10° X 470 x 10~ 2 X 5000
75,000
7 = - — =43 — j565Q
1+ 3.77 x 10° X 470 x 10~ "% X 75,000
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At resonance, Q = w,L/r and hence r = w,L/Q, so

1
Z,=27, = woL(E +j) = 6.65 + j565 Q)

6

Zy = j3.77 X 10° X .01 X 150 X 10~ % = j5.65 ohms

Denote the denominator by A = (Z, + Z)(Z, + Zy) — Zyy = 791 + j80 Q°.
Hence the transfer impedance is
VAVAYS
7 = 1£24M

i g L =438 - 225X 10°Q

This example shows that at resonance the transfer impedance is almost entirely capacitive; that is, the
output voltage will lag the current. For a 1-mA input curent, the output voltage will be approximately —;2.25 V.

Synchronously Tuned Circuits

Where the primary and secondary are tuned separately to the same resonant frequency, the transformer is
referred to as a synchronously tuned transformer. Because of the mutual coupling between the circuits, each cir-
cuit, primary and secondary, will detune the other to some extent, and this may result in two peaks occurring
in the overall frequency response curve. Whether or not two peaks occur depends on the degree of coupling,
and, more specifically, the shape of the response curve depends on the product £V Q,0;.

In general, the primary circuit constants will differ from those of the secondary. To illustrate the important
features of the synchronously tuned transformer, identical tuned circuits will be assumed; thus Lp =L;=1,
0p=0;=0 and C, = C; = C.

Assuming that the primary is fed from a constant current source, the variation of output voltage with fre-
quency is given by the transfer impedance Z7. The magnitude of Z7 in decibels relative to 1 ) (20 - log | Z7 1)
is shown in Fig. 1.8.2 for three different values of kQ, where the peak output for the kQ = 1 curve is used as
the zero reference for the decibel scale (the computations for these curves were carried out using Mathcad).

For kQ = 1, the transformer is said to be critically coupled; for kQ < 1, it is undercoupled; and for
kQ > 1, it is overcoupled.

The double-humped curve of Fig. 1.8.2 is a feature of the overcoupled circuit. This is often combined
with critically coupled (or slightly undercoupled) circuits to obtain a composite response that is flat along
the top and that has sides that fall away sharply. Figure 1.8.3 illustrates the composite response of the three
curves kQ = 0.5,1, and 2. The curves are plotted in decibels relative to the resonant (or mid-frequency)
response against the frequency variable f/f,,. It should be noted that the overall, or composite, curve is
obtained simply by adding the decibel response curves for the individual circuits.

—3-dB Bandwidth of Synchronously Tuned Circuits

The —3-dB bandwidth also depends on the degree of coupling. To find the bandwidth in any particular case,
it is easiest to solve the transfer impedance equation. For a constant source current /, the output voltage V; will
drop by 3 dB at the frequencies where the magnitude of the transfer impedance is 1/ V2 times its resonant
value. Denoting by |Z7(f,)! the magnitude of the transfer impedance at resonance and by |Z7(f)| the value at
frequency f, then the roots of the equation ’ZT( fo) ‘ / V2 - ‘ Zr(f )‘ = 0 gives the —3-dB frequencies, and the
bandwidth is the difference between these. This equation can be rearranged as

Zr(f)| = V2 |Zr(f)] = 0 (1.8.8)
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Figure 1.8.2 Frequency response curves for coupled circuits.

This equation is best solved by numerical methods. With identical primary and secondary circuits and for
kQ = 1, it will be found that the magnitude of the voltage transfer function is equal to unity, and the —3-dB
bandwidth is V2 times the bandwidth of either circuit alone (see Problem 1.39). The —60-dB bandwidth of

the critically coupled circuit is reduced by a factor of about \/ﬁ compared to the corresponding bandwidth
of either single tuned circuit.

An alternative approach to finding bandwidth is to plot the response curves and estimate the band-
widths from these.

Voltage Transfer Function

Another useful function is the voltage transfer function, which is the ratio of load voltage V to input volt-
age V),. The load voltage is Vi = IZr, and from Fig. 1.8.1(c) the input voltage is V), = IZ|n, where Zjy is
the input impedance seen by the source / (and note that the internal impedance of the source is included
in Zpy). Combining the impedances in Fig. 1.8.1(c) in the normal series—parallel manner and simplifying
yields

2
Zy(Zs+ 2p) — Zy

ZIN = Zl ‘ (189)

2
(Zy + Z)(Zs + Zp) — Zy
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Figure 1.8.3 Composite response curve for the combined kQ = 0.5, 1, and 2 transformers.

Denoting the voltage transfer function as VTF, then

|=<

VTF = >

Zy - Zy

_ . (1.8.10)
Zp(Zs + ZZ) - ZM

Exercgfse 1.8.1 Calculate the VTF for the transformer specified in Example 1.8.1. (Ans. (1.86 —
j80 x10°°)

Untuned Primary and Untuned Secondary Circuits

Two other commonly encountered configurations are the untuned primary tuned secondary and the tuned
primary untuned secondary, shown in Fig. 1.8.4. The procedure for analyzing these circuits follows the gen-
eral procedure given above. In the first case, the C, term is omitted from the input admittance given by Y,
and in the second case, the C; term is omitted from the admittance Y,. The analysis of amplifier circuits using
these circuit configurations is covered in Chapter 5.



Passive Circuits 27

S w h

(i; TICP L‘,,% %LS 7z
i (@)

=1

V4 rp M ry
(i) LP% gLS CSII éRL
(b)

Figure 1.8.4 (a) Tuned primary untuned secondary. (b) Untuned primary tuned secondary coupling.

1.9 Tapped Inductor

The tapped inductor circuit is shown in Fig. 1.9.1(a), where it will be seen that the load is connected to a tapping
point on the inductor. Mutual inductive coupling exists between the two sections of the coil, while the total
inductance L, usually forms part of a tuned circuit, completed by the primary tuning capacitor C,, as shown.
The tapped inductor is a coupling method that is widely used to reduce the damping effect of a load or a source
on the Q-factor of a tuned circuit. Both tapping arrangements may be used together as shown in Fig. 1.9.1(c).

Figure 1.9.1 (a) Tapped inductor used to reduce the loading effect from the load. (b) Equivalent circuit for ideal coupling.
(c) Source and load tapped down.
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The primary inductance is given by L, = L, + L; + 2M, where L, is the self-inductance of the upper
section of the tapped inductor uncoupled to Ly, L the self-inductance of the lower section uncoupled to L,, and
M = kV L,L. Thus, M is the mutual inductance between L, and Lg (and not between primary L, and
secondary Ly).

Consider first the ideal arrangement, where the coil resistance may be assumed zero, and the coefficient
of coupling k between the two sections of the coil is unity. With the secondary load removed, the primary
current consists of a magnetizing component /,;, = V),/joL,. With the secondary load connected, the magneto-
motive force (mmf) of the secondary must be balanced by an additional mmf from the primary, which requires
an additional component of primary current /), such that NI}, = Nl,. Here, N, is the number of primary turns,
which is equal to the fofal number of turns on the coil, and Ny is the number of turns on the secondary L.
Denoting the transformation ratio by

N,
a=-"L (1.9.1)
N
it is seen that the total primary current is given by
L=1,+1I,
4 I
=2 4= (1.9.2)
JoL, a

Also, because the same total flux links with all the coil, the induced emf per turn will be the same for
both primary and secondary, and hence

Yo _ N
Vs N
~a (193)

The load impedance is given by Z; = V/I, and substituting this along with Eq. (1.9.3) in Eq. (1.9.2) gives

VP VP
Iy =-"—"" 2
JoL, a7,

b j("')Lp (,IZZL

(1.9.4)

This shows that the load impedance Z; is transformed to an equivalent impedance azZL in parallel with the
inductance Ly,

The equivalent circuit for a load impedance consisting of a resistor Ry, is shown in Fig. 1.9.1(b). At res-
onance, the capacitor C), resonates with the ideal inductor L,. The dynamic impedance of this combination
is infinite, so the effective load impedance referred to the primary is a”Ry, and a comparatively low value of
R; can be transformed by a factor d*toa higher value.

The voltage transfer function for this ideal tapped-coil, as given by Eq. (1.9.3), is equal to 1/a. When
the circuit is fed at resonance from a constant current source / and internal resistance R,, then Vp, = IR,



Passive Circuits 29

where R), is equal to azRL in parallel with R,. The secondary, or load, voltage is Vi = V,/a = IR)/a and the
transfer impedance at resonance is

ZT:

(1.9.5)

I "‘:;;U N‘S

When R, > aZRL, Z7t = aRy. The significance of this is that with the tapped-tuned circuit as a load for
an amplifier, the voltage gain is increased by a factor a, even though the inductor behaves as a step-down
transformer of ratio 1/a.

This would suggest that very high gains could be achieved by making a as large as possible, by tapping
well down the coil. However, by making a very large, the condition R, > a Ry no longer applies
(see Problem 1.42). Also, in practice the finite dynamic impedance of the tuned circuit would limit gain, and
more importantly, the coupling coefficient can never be unity in practice. This is especially true when the
tapping point is close to the ends of a coil (as required for large a), where leakage flux is quite high. Thus
the voltage gain cannot be increased indefinitely by increasing a.

The coefficient of coupling &, as well as the inductances L, and Ly, varies in a complicated way with
the position of the tap on the coil, and design information is usually presented in the form of curves for spec-
ified coil sizes and k values. In practice, it is sometimes assumed that inductance is proportional to the square
of the number of turns to get an approximate idea of the values involved, but the assumption does not yield
accurate results in most cases, and the best procedure usually is to determine the optimum tapping point
experimentally.

1.10 Capacitive Tap

As an alternative to using an inductive tap, a capacitive tap may be used as shown in Fig. 1.10.1(a). Again,
the idea is to reduce the loading effect of R;, on the tuned circuit so that reasonable selectivity is maintained.

Consider first the capacitive branch, and denote the conductance of the load as G;, = 1/R;. The admittance
of C and Gy, in parallel is

Y, = joCy + G, (1.10.1)

Figure 1.10.1 (a) Capacitive tap. (b) Equivalent circuit.
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The admittance of C| is
Y| = joC
and therefore the total admittance of the capacitive branch is

1Y,

Yo=—+ 1.10.2
v+ (1.102)
Substituting the full expressions for Y| and Y, and rationalizing gives
2 2 2
_ Gr(oCy) wC (G + 0" Cy(Cy + (7))
Ye=— 5 5+ > 3 5 (1.10.3)
GL+(.0(C1+C2) GL+(,0(C1+C2)

For the load resistance not to affect the tuning capacitance, it is necessary that the susceptance of C;
be sufficiently greater than GL SO that it carries most of the current in the capacitive branch. This allows the
approximation (w(Cy + Cz)) > GL to be made in the denominator, and the expression for Y becomes,
after simplifying,

¢\ . GG

Ye= |7——| GL + jo—F (1.10.4)
C+ G C+ G
It is seen therefore that the effective tuning capacitance is C; in series with C,.
The transformation ratio for the capacitive tap may be defined as
C+ G
a=—7T" (1.10.5)
C

Thus, the conductance in shunt across the tuned circuit is GL/a or, in terms of load resistance, the effective
parallel resistance is a RL

For the condition that ((»Cg) > GL the voltage across the load is that provided by the capacitive tap,
Vi, = V,/a. The voltage across the circuit is V), = IZ,, where Z, = = Ry|la*R;||Zy is the parallel combination
of impedances seen by the constant current source I, and Zr¢ is the impedance of the tuned circuit alone.
Thus the transfer impedance for the capacitive tapped circuit is

o
VP

Q ‘.3[\1 Q ‘.§< N‘[S

(1.10.6)

At resonance, the impedance of the tuned circuit alone is Rp, the dynamic impedance, and on the
assumption that Rp and R,, are both much greater than a RL, the transfer impedance becomes

Zr=aR; (1.10.7)

Now the output voltage for a constant current [ is IZy = alRy. If the load Ry is connected directly across
the tuned circuit, the output voltage will be IR, again on the assumption that R, and Rp are very much greater
than R;. Hence it would appear that the tap provides a voltage gain of a. However, a cannot be increased indef-
initely. It must be kept in mind that the analysis is only valid for the condition that a RL < (R, and Rp), and
increasing a indefinitely eventually invalidates this condition.
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On the assumption that R, and Rp are very much greater than azRL, the effective impedance at resonance
is azRL, and this can be interpreted as the effective dynamic resistance of the tuned circuit. From the definition
of dynamic resistance, the effective Q-factor of the circuit is given by Qe = w(,CSazRL and the —3-dB
bandwidth is

o
B_34 =~

Q
S
2'n'f0CSa2RL
B 1
=—F
2’1TC361 RL
1

= 1.10.8
2wCraRy, ( )

— EXAMPLE 1.10.1

For the circuit of Fig. 1.10.1(a), C; = 70 pF, C, = 150 pF, and the load resistance is 200 (). The Q-factor
of the undamped circuit is 150 and the resonant frequency is 27 MHz. Determine the voltage gain at reso-
nance achieved by using the capacitive tap and the —3-dB bandwidth. The current source has an internal
resistance of 40 k().

SOLUTION w, = 2@ X 27 X 10° = 169.6 Mrad/s
and Gy = 55 = 5mS.
Checking the approximation used in the denominator,

2
w,(C1 + C
[0,(Cy . 2)] _ 557
GL
Hence the approximation is valid and

C1+C2_
G

3.14

a =

The effective load across the tuned circuit is
Refr = a’R; = 1.98 kQ
It will be seen that this is much less than the internal resistance of the source. The tuning capacitance is

G

=——"—=477pF
§ C+ G P
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and

Rp = i = 18.5 k)
0,Cy

This is also much greater than Re¢f, and so the —3-dB bandwidth is given by

Boygp=———— = 1.69 MH
3B T 5 C2aR, g

1.11 Maximum Power Transfer and Impedance Matching

When a signal source is required to deliver power to a load, the power transfer should be a maximum. The

average power delivered to the load Z; in Fig. 1.11.1(a) is

PL = VRI
B ER; E
VR, + R)2+ (X, + X2 VR, + R + (X, + X)>

E’R;
= - 5 (1.11.1)
(Ry + Rp)™ + (X + Xp)

Looking first at the effect of X; on Py, it will be seen that by making X; = —X;, Py will be at a

maximum given by
2

ER
Pp=—t (1.11.2)
(Rs + RL)
PL
I

1.0

X, X,
Zg _
R, 2 + 0.602
+ Ko

E Ve

()

Figure 1.11.1 (a) Signal source delivering power to load. (b) Power as a function of load impedance.
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R; can now be varied to maximize this expression, and the best value is obtained by equating the differential
coefficient of Py with respect to Ry, to zero:

dP,  E’[(R, + Ry) — 2R;]
dRy (R, + R;)®

=0

from which
R; = Ry, (1.11.3)

Combining this with the condition on Xj, it is seen that for maximum power transfer the load impedance
must be the complex conjugate of the source impedance, or

R + jX. = Ry — jX, (1.11.4)

This is known as a conjugate match, and although it results in maximum power transfer, it is good at only
one frequency (that which makes jX; = —jX).
Substituting R; = R, in Eq. (1.11.2) gives the maximum available average power:

E’R,
L~ )
(Ry + Ry)

E2

=— 1.11.5
4R, ( )

Alternatively, if the constant current generator representation of a source is used, then

=— (1.11.6)

Equation (1.11.6) gives the maximum available power in terms of the constant current / and internal
resistance Rj.
Equation (1.11.6) may be written in terms of source conductance G; = 1/R; as

12

P =—
L™ 4q,

(1.11.7)
When this is compared with Eq. (1.11.5), the duality of the voltage and current representations becomes
apparent.

Where operation is required over a range of frequencies, the best value for Z; is that which produces
a true reflectionless match, which is

7, =7, (1.11.8)
or Ry + jXp = Ry + jX;

Reflectionless matching is not as efficient as conjugate matching, as illustrated in Fig. 1.11.1(b).
However, it does give a fairly broad maximum, and there are other considerations that make it the usual
choice when signal transmission over lines is required, as described in Chapter 13.
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1.12 Low-frequency Transformers

In the ideal low-frequency transformer, all the magnetic flux set up by the primary ampere-turns links with the
secondary winding (or secondary windings, as there may be more than one). Because of the very close coupling
between primary and secondary (k = 1), the turns ratio N,,/N; proves to be a more useful parameter than mutual
inductance M in describing the low-frequency transformer. Also, in the ideal case, the voltage drops in primary
and secondary windings can be neglected, as can the power loss in the magnetic core.

Under these conditions, the applied primary voltage V), is equal to the back emf induced in the primary
winding of N, turns, which by Faraday’s law of magnetic induction gives

:Ndd)

V -
P gr

s (1.12.1)

Likewise, ignoring the voltage drop in the secondary winding, the emf induced in the secondary E will
be equal to the secondary terminal voltage Vi, so

V~E—Nd¢ (1.12.2)
s S s dt N :
It follows, therefore, that
Yo _ N
Ve N,
=a (1.12.3)

where a = N,/Nj is the turns ratio.

When the secondary is loaded such that it draws a current I, the secondary ampere turns N/, must
balance the primary ampere turns N, 1, (otherwise, the imbalance would result in a change in induced cur-
rent in such a direction as to restore balance). It follows, therefore, that

b _Ns
I, N,
1
= (1.12.4)

Clearly, from Egs. (1.12.3) and (1.12.4) V}, I, = VI, which is to be expected for an ideal transformer.
The load Z; connected to the secondary may be referred to the primary Z'; in the following way. The
secondary load [Fig. 1.12.1(a)] is

Vs
Z; = — (1.12.5)
I
The load, as seen from the primary terminals, is
VI’
Z'p =— (1.12.6)
I
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Figure 1.12.1 Ideal low-frequency transformer (a) circuit, (b) circuit referred to primary, and (c) circuit referred to
secondary.

Substituting for V), and I, from Eqs. (1.12.3) and (1.12.4) and using the relationship in Eq. (1.12.5),
Eq. (1.12.6) for Z'; may be transformed [Fig. 1.12.1(b)] to

7', = d'7; (1.12.7)

Although based on the ideal transformer, this relationship is usually sufficiently accurate for and proves to
be very useful in practical calculations.

By similar arguments, a voltage generator source of emf E and internal resistance R, may be trans-
ferred to the secondary so that the load appears to be fed from a source of emf E/a and internal resistance
Ry/a* [Fig 1.12.1(c)].

The low-frequency circuit model for a practical transformer is shown in Fig. 1.12.2(a). In the practical
transformer, a small primary current is required to set up the magnetic flux in the core; this can be accounted
for by showing an inductance L. in parellel with the ideal primary. There will also be eddy current and hysteresis
power losses in the core. These losses are dependent on the primary voltage and independent of current and can
be represented by a resistance R, in parallel with the ideal primary winding. Each winding will have resistance,
represented by r;, for the primary and r, for the secondary. Each winding that carries current will produce a cer-
tain amount of magnetic flux that does not link with the other windings; this is known as leakage flux, and its
effect is represented by the inductances Lp and L.

The self-capacitance of the primary winding is represented by C,, and of the secondary winding by Cj.
In addition, there will be capacitive coupling between the windings, represented by C;.

The voltage-gain/frequency response for the transformer is shown in Fig. 1.12.2(b). At low frequencies,
gain fall-off occurs because of L.. At mid-frequencies, the reactive elements can be ignored and the response
curve is reasonably flat. At the higher frequencies, a series resonance occurs, which results in a peak in the
response curve. Beyond this the capacitive shunting effect results in gain fall-off.

It must be kept in mind that the equivalent circuit is valid for ac signals only and cannot be used for a
dc analysis.
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Figure 1.12.2 (a) Equivalent circuit for a low-frequency transformer. (b) Frequency response.

1.13 Passive Filters

Filter Transfer Function

Filtering of signals in telecommunications is necessary in order to select the desired signal from the range of
signals transmitted and also to minimize the effects of noise and interference on the wanted signal. Electrical
filters may be constructed using resistors and capacitors, resistors and inductors, or all three types of compo-
nents, but it will be noticed that at least one reactive type of component must be present. The resonant circuits
described in Sections 1.3 and 1.4 and also the tuned transformers described in Section 1.8 are all examples of
filters. Many applications in telecommunications require filters with very sharply defined frequency character-
istics, and the filter circuits are much more complex than simple tuned circuits. Most complex filters use all
three types of components: inductors, capacitors, and resistors. The inductors tend to be large and costly, and
these are now being replaced in many filter designs by electronic circuits that utilize operational amplifiers
along with capacitors and resistors. Such filters are known as active filters. Active filters have many advantages
over passive filters, the chief ones being that they are small in size, lightweight, and less expensive and offer
more flexibility in filter design. The disadvantages are that they require external power supplies and are more
sensitive to environmental changes, such as changes in temperature.

Filter design is a very extensive topic, embracing active filters, passive filters, and digital filters, and in
this section only a brief introduction to passive filters will be given. In addition to passive filters designed using
electrical components, various other types are available that utilize some form of electromechanical coupling.
These include piezoelectric filters and electromechanical filters.

A filter will alter both the amplitude and the phase of the sinusoidal signal passing through it. For audio
applications, the effect on phase is seldom significant. Filters are classified by the general shape of the ampli-
tude-frequency response into low-pass filters, high-pass filters, band-pass filters, and band-stop filters. These
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designations are also used for digital and video filtering, but the effect on phase is also very important in
these applications. A further designation is the all-pass filter, which affects only the phase, and not the
amplitude, of the signal.

The names given refer to the shape of the amplitude part of the filter transfer function. The filter transfer
function is defined as the ratio of output voltage to input voltage (current, but not power, could be used instead
of voltage) for a sinusoidal input. Thus, if the input to the filter is a sine wave having an amplitude of x and a
phase angle of 6, the output will also be a sine wave, but with a different amplitude and phase angle in general.
Let y represent the output amplitude and 6y, the output phase; then the filter transfer function is

H(f) = \H(f)|A9=%M (1.13.1)

The modulus or amplitude-frequency part of the transfer function is |[H(f)|, and this is sketched in
Fig. 1.13.1(a) for the various kinds of filters listed above. The low-pass filter (LPF) is seen to be character-
ized by a passband of frequencies extending from zero up to some cut-off frequency f.. Ideally, the response
should drop to zero beyond the cut-off, but in practice there is a transition region leading to the edge of the
stopband at f;. The stopband is the region above f; where the transmission through the filter is ideally zero.
Again, in practice there will be a finite attenuation in the stopband and, also, ripple may be present in both
the passband and stopband, as shown in Fig. 1.13.1(a).

The high-pass filter (HPF) characteristic is shown in Fig. 1.13.1(b). Here, the stopband is from zero up
to some frequency f;, the transition region from f; up to the cut-off frequency f,, and the passband from f,.
onward. As with the LPF, ripple may appear in both the stopband and the passband.

LH(S)I [H(S)I
A A

(a) (b)

[H() [H(S)I
A A

Ja Jer Ja  Ja
(©) (@)
Figure 1.13.1 Amplitude response for basic filter designations: (a) low-pass, (b) high-pass, (c) band-pass, and (d) band-stop.
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The band-pass filter (BPF) characteristic is shown in Fig. 1.13.1(c). The passband is seen to be defined
by two cut-off frequencies, a lower one at f.; and an upper one at f.,. There is a lower transition region lead-
ing to a lower stopband frequency limit f;;. The lower stopband is from zero up to f;. At the other end, the
upper transition region leads from f, to fy», and then the upper stopband extends from f;» upward. The cou-
pled tuned circuit response shown in Fig. 1.8.3 is an example of a band-pass response.

The band-stop filter (BSF), or band-reject filter, response is shown in Fig. 1.13.1(d). This has a lower
passband extending from zero to f,1, a lower transition region extending from f, to f;1, a stopband extending
from f; to fi», and then an upper transition region extending from fy; to f,» and an upper passband extend-
ing upward from f,.

A number of well-established filter designs are available, each design emphasizing some particular aspect
of the response characteristic. Although these designs apply to all the categories mentioned previously, they will
be illustrated here only with reference to the low-pass filter. In the following sections the response curves are
normalized such that the maximum value is unity.

Butterworth response. The modulus of the Butterworth response is given by

(1.13.2)

1
H(f)| = —F——r
Vi1 + (f/f) ™"

This gives what is termed a maximally flat response. The response is sketched in Fig. 1.13.2(a). The order
of the filter is m, an integer, and the filter response approaches more closely to the ideal as m increases.

[H(OI [H(OI
A A

707

[H(f) [H(f)
A A

\4
<

(c) (d)

Figure 1.13.2 Sketches of the amplitude/frequency responses of several types of low-pass filters: (a) Butterworth;
(b) Chebyshev; (c) maximally flat time delay (MFTD); (d) Cauer, or elliptic.
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Whatever the order of the filter, it will be seen from Eq. (1.13.2) that at the cut-off frequency f = f, the
response is reduced by 1/ V2, or —3 dB. Thus, at the cut-off frequency the response is not abruptly “cut
off.” The simple RC low-pass filter is an example of a first-order Butterworth filter.

Chebyshev (or Tchebycheff) response. The Chebyshev response is given by

1

H(f)| =
V1 + Cr(f/f)

Here, C,,(f/f;) is a function known as a Chebyshev polynomial, which for —1 = f/f. = 1 is given by
cos(m cosfl( flf.)). This is a rather formidable expression, but it can be seen that, for the range of f/f, spec-
ified, the Chebyshev polynomial oscillates between *1. This produces an equiripple response in the pass-
band, and the coefficient & can therefore be chosen to make the ripple as small as desired. The order of this
filter response is also m, and this controls the sharpness of the transition region. The Chebyshev response
is sketched in Fig. 1.13.2(b). It will be noticed that the cut-off frequency in this case defines the ripple
passband. For f/f, > 1, the Chebyshev polynomial is given by cosh(m coshfl( fIf).

(1.13.3)

Maximally flat time delay response. This type of filter is designed not for sharp cut-off, but to pro-
vide a good approximation to a constant time delay or, equivalently, a linear phase-frequency response. In other
words, the phase response, rather than the amplitude response, is of more importance. Such filters are required
when handling video waveforms and pulses. The amplitude response is a monotonically decreasing function of
frequency, meaning that it always decreases as frequency increases from zero, as sketched in Fig. 1.13.2(c).

The Cauer (or elliptic) filter. The filter response H(f) can be written generally as the ratio of two poly-
nomials in frequency, N(f)/D(f). For the filters described so far, the numerator N(f)is made constant, and the
filter response is shaped by the frequency dependence of the denominator D(f). In the Cauer filter, both the
numerator and denominator are made to be frequency dependent, and although this leads to a more complicated
filter design, the Cauer filter has the sharpest transition region from passband to stopband. Often, in telephony
applications a sharp transition band is the most important requirement. The term elliptic filter is also widely
used for this type of filter and comes about because the response can be expressed in terms of a mathematical
function known as an elliptic function. The amplitude response of the Cauer filter has ripple in both the pass-
band and the stopband, as sketched in Fig. 1.13.2(d).

LC Filters

A low-pass LC filter network is shown in Fig. 1.13.3(a). This can be considered as being made up from two end
sections and an intermediate section as shown in Fig. 1.13.3(b). The filter can be extended by increasing the
number of intermediate sections, leaving the end sections unchanged. Extending the filter in this way sharpens
the cut-off or transition region of the response.

The filter can also be constructed from  sections as shown in Fig. 1.13.3(c), this being similar to the
T and  equivalences used with attenuators Figs. 1.12.2 and 1.12.3. It is left as an exercise for the student to
develop the intermediate section and end sections equivalent for the m-network.

A high-pass filter network is shown in Fig. 1.13.3(d), and this can also be made up from an interme-
diate T section and two end sections. A m-type equivalent circuit can also be constructed.

A quick way of determining whether a filter is low-pass or high-pass is to examine the transmission
paths at dc and at very high frequencies. For the circuit of Fig. 1.13.3(a), a dc path exists between input and
output, and high-frequency transmission will be blocked by the L inductors. Therefore, the filter is low-pass.
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Figure 1.13.3 (a) Low-pass filter circuit. (b) Equivalent circuit consisting of two end sections and one intermediate T-
section. (c) Low-pass filter circuit with an intermediate m-section. (d) High-pass filter circuit with an intermediate T-section.

For Fig. 1.13.3(c), a dc path also exists between input and output, while at high frequencies the C, capacitors
will shunt the signal to ground. Therefore, this is also a low-pass filter. For Fig. 1.13.3(d), there is no dc path
between input and output, and at high frequencies (above the series resonance of L,C») the Cy capacitors allow
signal transmission, and therefore this is a high-pass filter.

Piezoelectric Crystal Filters

Piezoelectric crystals exhibit the property that, when an electric potential is applied across the faces of the
crystal, it physically bends or deforms. Conversely, when the same crystal is mechanically deformed by pres-
sure, an electric potential is developed between the crystal faces. The crystal also exhibits the phenomenon of
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Figure 1.13.4 Quartz piezoelectric crystal: (a) the graphic symbol and the equivalent circuit of a quartz crystal; (b) varia-
tion of crystal terminal reactance with frequency.

mechanical resonance when it is excited with an alternating potential of the correct frequency. The frequency
of mechanical resonance is determined by the size and shape of the crystal sample in question and can be con-
trolled over several orders of magnitude, from about 20 kHz to about 50 MHz, with considerable precision. In
form, the packaged crystal is a slice of crystal cut in such a way as to give the desired mechanical resonant fre-
quency, with electrodes deposited on opposite sides so that a capacitive device is made.

Electrically, the mechanical resonance of this device makes the crystal look like a very high Q series res-
onant circuit, with a capacitor in parallel with it. This capacitor causes a second parallel resonance, which occurs
at a frequency that is very close to the mechanical resonant point. The reactance of a quartz crystal is plotted in
Fig. 1.13.4 and shows that, for low frequencies up to the series mechanical resonance, the crystal is capacitive.
For frequencies between the series resonant and parallel resonant points, the reactance is inductive, and for
frequencies above the parallel resonance, the reactance is again capacitive. At series resonance Xy, = X¢y and
the reactance is zero, and at parallel resonance X;; = (Xc; ser. X¢p) and the reactance is infinite. The resonant
frequencies of the crystal are very well defined and very stable, provided that the operating temperature is kept
constant, making it very well suited as the high-O resonant circuit that controls the operating frequency of
oscillator circuits.

The reactance characteristic of the quartz crystal is changed radically by placing an inductance in par-
allel with it. The series resonant frequency remains unchanged, but the parallel resonant frequency is moved
higher, so the separation between the two is greater than is the case for the crystal by itself.

Placing an inductor in series with the crystal has similar drastic effects on the reactance characteristic. In
this case, however, the parallel resonant frequency remains unchanged, while the series resonant frequency is
caused to move lower and a second series resonant frequency is created.

The frequency separation between the series and parallel resonant frequencies of the crystal itself is
small, on the order of a few hundred hertz at most for a 1-MHz crystal. Frequency spreading by means of
series or parallel inductors can increase this separation to a few thousand hertz, making it possible to use the
crystals as band-pass filter elements for IF amplifiers and for sideband separation.

The crystal gate shown in Fig. 1.13.5(a) is a narrow-band sharp-cut-off filter circuit that makes use of the
reactance characteristic of the crystal itself. It has been used for separating the sidebands in single sideband
(SSB) circuits. When the capacitance of C, is relatively large, a high-pass sharp-cut-off filter with the charac-
teristics of Fig. 1.13.5(b) is formed. At the frequency f.., the reactance of the crystal is capacitive and equal in
magnitude to that of the capacitor C, so the signal fed to the output through the crystal is equal in magnitude
and opposite in phase to that fed through C,, causing a complete cancellation at the output. At frequency f; the
reactances are again equal in magnitude, but this time the crystal is inductive. The signal through the crystal is
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Figure 1.13.5 Crystal gate: (a) the circuit; (b) plot of attenuation versus frequency for the case where X is small,
giving a high-pass characteristic; (c) plot of attenuation versus frequency for the case where X is large, giving a low-
pass characteristic.

shifted by 90°, while that through the capacitor is shifted by —90°, so both arrive at the output in phase with
each other. For frequencies above fi up to fi, just below the parallel resonant frequency of the crystal, the atten-
uation remains low as the signal is propagated through the capacitor C,. Severe phase-shift distortion occurs
near f,, so the usable passband is only between fj and f1. The cut-off beyond f; is quite gentle, but f and f.. are
only separated by a few hundred hertz, providing a sharp lower cut-off. Frequency shifting by a series inductor
can be used to increase the passband to usable widths.

When the reactance of C, is made considerably higher, a low-pass filter with the characteristic of
Fig. 1.13.5(c) results. Again, at f the crystal reactance is equal to that of the capacitor and inductive, so the
signals arrive at the output in phase with each other. At f., the crystal reactance is equal to that of the capaci-
tor and capacitive, resulting in complete signal cancellation, this time at a frequency higher than f; (and fp).
For frequencies below fy down to f] near f;, the attenuation is low, determined by X;. Phase-shift distortion
near f; prevents use of frequencies below this, and again the usable band-pass can be increased by using
a series inductor.

The crystal gate is inexpensive to build and uncritical in its adjustment, making it attractive, but it suffers
from the disadvantage of providing a very narrow usable passband width. The crystal lattice filter is a more
complicated circuit, but it provides bandwidths of a few hundred hertz to several tens of kilohertz and essen-
tially flat response characteristics within the passband. Furthermore, sharp cut-off can be provided on both the
upper and lower edges of the passband.

Figure 1.13.6(a) shows the circuit of a full-lattice filter, and Fig. 1.13.6(b) shows a half-lattice filter. The
attenuation characteristics of both are the same and are shown in Fig. 1.13.6(c). The crystals used in the lattice
are matched pairs, so crystals CR; and CR; are identical, and CR3 and CRy are identical, but different from CR;
and CRy. The crystals are chosen so that the series resonant frequency of CR3 and CR4 coincides with the par-
allel resonant frequency of CR; and CR». The inductances of the coils in the input and output circuits are effec-
tively in parallel with the crystals and act to space out the separation between series and parallel resonance and
provide the second parallel resonance of each crystal.
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CR,

Attenuation

Figure 1.13.6 (a) Full-lattice crystal filter circuit. (b) Half-lattice crystal circuit. (c) Attenuation versus frequency for
lattice filter.

At f..1 the reactances of X| and X3 are both inductive and equal, so the in-phase and antiphase signals fed
to the output cancel, providing infinite attenuation. This is very near the parallel resonant frequency of X, and
just past this frequency fy; occurs, where again the crystal reactances are equal, but X is capacitive and X3 is
inductive, so the signals arrive at the output in phase with each other. f..; and f;; delineate the lower transition
band of the filter.

At f..» the reactances X and X3 are equal but capacitive, so cancellation again takes place. This occurs
just above and very near the upper parallel resonant frequency of X3. Just below f..,, the reactances are again
equal, but opposite, so the signals are again in phase, at fys5. Frequencies f..; and fy5 delineate the upper tran-
sition band of the filter.

At f3 the reactances X| and X3 are again equal and opposite, so the signals arrive in phase. At frequency
foo, crystal 1 has zero reactance, shorting the input to the output. At frequency fy4, crystal 3 has zero reactance
and again the output is connected directly to the input. Between these frequencies, the signal is fed to the
output with very low attenuation values, providing the band-pass of the filter. Outside the band, attenuation is
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relatively high and can be improved by providing additional gradual cut-off filtering in tandem, such as with
a normal IF amplifier filter.

Surface Acoustic Wave Filters

The piezoelectric crystal described in the previous section depends for its operation on bulk acoustic waves, that
is, mechanical vibrations that travel through the bulk of the solid. As the frequency of operation is increased,
thinner crystals are required, and this sets an upper limit on frequency of about 50 MHz. It is also possible to
set up surface acoustic waves (SAWs) on a solid, that is, mechanical vibrations that travel across the surface of
the solid. Molecules on the surface actually follow an elliptical path that penetrates a short way into the bulk.
In the case of piezoelectric material, a piezoelectric emf is generated at the surface, and this provides a means
of coupling an electric signal into and out of the surface acoustic wave. The velocity of propagation of the sur-
face acoustic wave is on the order of 3000 m/s. Since wavelength is related to frequency by A = v/f, a frequency
of, for example, 100 MHz will set up a surface wavelength of 30 pm (1 pm = 1076 m). The electrode structure
on a SAW device requires spacings on the order of a wavelength, and thus very compact devices can be made.
Since the action takes place on the surface, the bulk size can be chosen to provide mechanical strength without
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' =)
(c)

Figure 1.13.7 (a) Basic configuration for a surface acoustic wave delay line. The absorbing layer at each end reduces reflec-
tions from the edges of the substrate. (b) Equivalent circuit for an interdigital surface acoustic wave transducer (IDT).
(c) Frequency response of the conductance component G. f, is the center frequency of the filter. [(a) and (b) are courtesy of
Waguish S. Ishak, H. Edward Karrer, and William R. Shreve, Hewlett Packard Journal, December 1981.]
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interfering with the surface operation. The electrodes may be deposited on the surface using one of several well-
established methods in production use for silicon integrated circuit fabrication.

Figure 1.13.7(a) shows the basic electrode configuration for a delay line filter. The electrode structure con-
sists of interdigitated metallic stripes, with the spacing between stripes that are connected together being one
wavelength A long. This is the center wavelength, and the filter has a band-pass characteristic, the response falling
off as the input frequency is shifted to either side of the center frequency. The actual shape of the response curve
depends on the electrode configuration, and a range of amplitude and phase combinations is possible. However,
the SAW filter characteristic is always band-pass.

The input and output electrode structures are seen to be similar and are referred to as interdigital trans-
ducers (IDTs). The surface acoustic wave generated by the input coupling travels out in both directions. Thus
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Figure 1.13.8 (a) Two-port surface-acoustic-wave resonator. The arrays of grooves at each end reflect the surface waves
excited by the input IDT. The reflected waves constructively add at a frequency largely determined by the periodicity of the
grooves. (b) Frequency response of a 350-MHz SAW delay line. By adding grating reflectors at each end, a resonant peak is
obtained at the center frequency, shown in (c). (Courtesy, Peter S. Cross and Scott S. Elliott, Hewlett Packard Journal,
December 1981.)
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only part of the total surface acoustic wave reaches the output IDT. The outer part is absorbed or dissipated in
an electrode placed at the edge for this purpose. This prevents reflected waves from occurring. The equivalent
circuit for the IDT is shown in Fig. 1.13.7(b). The capacitance C,, is fixed by the geometric structure and the
dielectric constant of the substrate. The susceptance component jB is zero at the center frequency of the filter
and shows a periodic variation with frequency. Just around the center frequency, this susceptance is inductive
for higher frequencies and capacitive for lower frequencies. The conductance G is also a function of fre-
quency, and this in fact largely determines the filter response. The variation of G with frequency is sketched
in Fig. 1.13.7(c).

Resonators can also be constructed from SAW devices, one arrangement being shown in Fig. 1.13.8(a).
The end absorbers are replaced by grating reflectors, which consist of an array of reflecting slots or grooves,
the latter spaced A/2 apart at the resonant frequency. Each groove reflects a small fraction of the incident surface
acoustic wave, and the phasing is such that the individual reflections combine to give a peak at the output.
The frequency response of a delay line filter using absorbers is shown in Fig. 1.13.8(b); that of one using grat-
ing reflectors is shown in Fig. 1.13.8(c).

Electromechanical Filters

A metal disk that is mechanically driven with an axially applied oscillating force will exhibit a resonant mode
that is analogous to parallel resonance in an electrical circuit. Similarly, an axially driven rod will exhibit series
resonance. When a series of disks and rods is interconnected to form a ladder network, and the resonances of
the various components are carefully chosen, a band-pass filter with sharp cut-off characteristics results. Collins
Radio has developed a mechanical filter of this type for use as sideband filters in communications receivers.
These filters are electrically driven through magnetostrictive couplers and generally operate in the 100-kHz
region. Bandwidths up to 5 kHz with very sharp cut-off characteristics are available. The unit is packaged in
containers that are about 2 inches long and } inch square and are arranged for printed-circuit-board mounting.
The mechanical filter is pre-tuned at the factory, and no further adjustment is necessary or permitted, making it
a very convenient component for receiver manufacture.

The ceramic filter is also a type of mechanical filter, but in this case the resonant components are in the
form of disks of a piezoelectric ceramic such as barium titanate, arranged in a ladder configuration. The piezo-
electric ceramic disks provide their own electromechanical conversion, and separate transducers are not neces-
sary. In this respect the ceramic filter is more akin to the quartz crystal filter.

The ceramic filter is smaller than the mechanical filter by about half and has characteristics that are more
nearly those of a complex crystal filter. They are also less complex and easier to manufacture than the mechani-
cal filter and thus somewhat cheaper, which makes them very attractive for use in receivers. Ceramic filters are
currently available in frequencies around 500 kHz and bandwidths ranging from 2 to 50 kHz.

PROBLEMS

1.1. Define the term insertion loss as applied to attenuators. A variable attenuator provides insertion loss
in steps of 0.2 dB, ranging from 1 to 6 dB. Calculate the insertion loss as a current ratio at each step.

1.2. An emf source of internal resistance of 300 € is connected to a 75-€2 load through a basic attenua-
tor consisting of a 1000-Q2 resistor in series with the input and a 30-Q resistor in parallel with the out-
put. Determine the insertion loss in decibels. Does this attenuator provide matching?

1.3. Determine the resistor values for a T-attenuator that must provide 10-dB insertion loss between a
75-Q source and a 50-Q load, while maintaining input and output matching.
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1.4.
1.5.

1.6.

1.7.

1.8.
1.9.
1.10.
1.11.
1.12.

1.13.
1.14.

1.15.

1.16.

1.17.

1.18.

1.19.

1.20.

1.21.
1.22,

1.23.
1.24.

1.25.

1.26.

Repeat Problem 1.3 for an insertion loss of 3 dB. Is this attenuator physically realizable?

A T-type attenuator has to provide 9-dB insertion loss between a 50-Q source and a 50-Q load.
Determine the resistor values.

For the T-type attenuator of Example 1.2.1, show that the generator sees an effective load of 50 Q
and that the load is fed by a generator of equivalent internal resistance of 50 €.

Design a 9-dB attenuator that has a symmetrical T configuration and that provides input and output
matching for 600 Q.

Repeat Problem 1.7 for a symmetrical w-network configuration.
Repeat Problem 1.3 for a © network.
Repeat Problem 1.4 for a © network.
Repeat Problem 1.5 for a w network.

A symmetrical m-attenuator has resistor values R4 = Rg = 144.4 Q and R = 106.7 Q. The attenuator
is designed to work between a 75-€2 load and a 75-Q source. Determine the insertion loss in decibels.

Derive Egs. (1.2.30) and (1.2.31).

An L-attenuator is required to match a 300-€ source to a 175-€2 load. Determine the resistor values
and the insertion loss in decibels.

An L-attenuator is required to match a 75-Q source to a 330-Q load. Determine the resistor values
and the insertion loss in decibels.

An inductor has a series resistance of 7 Q and inductance of 75 uH. It forms part of a series tuned
circuit that has a Q of 95. Determine the resonant frequency.

For a series tuned circuit, the resonant frequency is 1.3 MHz, the Q-factor is 100, and the tuning
capacitance is 57 pF. Plot the impedance magnitude and phase angle as functions of frequency over
a +=20-kHz range about the resonant frequency.

A series tuned circuit has a Q of 130 and a tuning capacitance of 250 pF and is resonant at 450 kHz.
Determine the impedance (a) at resonance, and (b) at frequencies =5% off resonance.

Calculate the relative response of the circuit in Problem 1.18, as a ratio, and in decibels, at a fre-
quency of 400 kHz.

Show that the variable introduced in Eq. (1.3.9) is given by y = *2Af/f,, where Af = If — f,|, at fre-
quencies close to resonance. Using this, plot the modulus and phase angle of the impedance of a
series LRC circuit as a function of =2Af/B3, where Bj is the —3-dB band-width and R = 1 Q.
Calculate the —3-dB bandwidth of the circuit in Problem 1.17.

A series tuned circuit is used as a wavetrap as shown in Fig. 1.3.4. Given that the resonant frequency
of the circuit is 2 MHz and the Q-factor is 95, determine the rejection ratio of the unwanted signal
relative to a wanted signal at 2.2 MHz. The load resistance can be assumed sufficiently high to be
ignored.

Repeat Problem 1.22 for a load resistance of 1200 €2, where the tuning capacitance is 100 pF.

The inductor and capacitor in Problem 1.18 are connected in parallel. Find the parallel resonant fre-
quency. Does this differ significantly from the series value?

A parallel resonant circuit is formed using a 100-pF capacitor and an inductor that has a series resist-
ance of 40 Q and inductance of 5 mH. Determine the impedance at resonance. Given that the reso-
nant current is 3 YA, calculate the current through the capacitor.

A series tuned circuit has a Q-factor of 35. Assuming that all the losses are in the coil, given by r =
2 Q, determine the resonant impedance of the same components connected as a parallel tuned circuit.
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1.28.

1.29.

1.30.
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1.33.

1.34.

1.35.
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1.42.

Electronic Communications

A parallel tuned circuit is resonant at 10.7 MHz with a capacitance of 230 pF and a Q-factor of 120.
Determine the magnitude and phase angle of the circuit at a frequency of 10 MHz.

The circuit of Problem 1.22 is rearranged as a parallel wavetrap as shown in Fig. 1.4.2, the circuit
being retuned to resonate at 2.2 MHz. The other values remain unaltered. Calculate the rejection ratio
in this case.

Repeat Problem 1.22 with the tuned circuit connected for parallel resonance and a load resistance of
1200 Q. The tuning capacitance is 100pF.

A coil is self-resonant at 20 MHz and has a Q-factor of 200 (neglecting self-capacitance), which may
be assumed constant. Calculate the effective Q-factor at frequencies of 5 and 10 MHz.

At frequencies well below the self-resonant frequency, a coil has a series resistance of 10 Q and an
inductance of 15 pH. The self-capacitance is 10 pF. The coil is used as an inductance in a series tuned
circuit at a frequency of 1.3 MHz. Determine the effective inductance and the effective Q-factor.

The coil in problem 1.31 is used in a parallel tuned circuit, tuned to resonate at 5 MHz. Determine the
value of the external tuning capacitor required, the effective inductance, and the effective Q-factor.
Explain briefly what is meant by skin effect and why it is undesirable. What steps may be taken to
reduce skin effect in inductors?

Two windings are arranged such that the coefficient of coupling between them is 0.01. The self-
inductances of the windings are 10 mH and 5 mH. Calculate the maximum and minimum inductance
values obtainable from the combination.

The mutual inductance between two coils is 2 uH, the inductance of the secondary winding is 10 pH,
and its resistance is negligible. A resistive load is placed across the secondary, the ratio of secondary
inductive reactance to load resistance being unity. Given that the primary current is 1 mA, calculate
the magnitude of the load current.

For a coupled circuit the Q-factor of the primary alone (secondary isolated) is 100 when tuned to res-
onate at 1 MHz, with a tuning capacitance of 200 pF. The self-inductance of the secondary is 0.13
mH, and its resistance may be neglected. The load resistance is 5 k€2, and the coefficient of coupling
is 0.2. Determine the effective load referred to the primary at the primary resonant frequency.

A parallel tuned circuit is resonant at 10.7 MHz with a tuning capacitor of 200pF. The Q-factor is
150. The circuit is loosely coupled to a 50-Q resistive load through an untuned mutual inductive cou-
pling loop of self-inductance 0.1 uH and k£ = 0.1. Determine (a) the dynamic impedance of the cir-
cuit at resonance, and (b) the —3-dB bandwidth.

Explain briefly why an overcoupled tuned transformer should show two peaks. How can the response
curves of tuned transformers be combined to produce a flat-topped response with sharply falling
sides?

A synchronously tuned transformer has identical primary and secondary circuits, for which the follow-
ing apply: QO = 100, C = 200 pF, f, = 1 MHz, and kQ = 1. Determine the voltage transfer function at
f, and the —3-dB bandwidth. The damping effects of source and load resistances may be ignored.

For the circuit in Problem 1.39, plot the frequency response curve, in decibels, for the transfer imped-
ance normalized to its value at 1 MHz. Use a frequency range of +2% about 1 MHz.

The circuit of Problem 1.39 is fed from a constant current source of 40 wA and internal resistance 100
k(). Determine the frequency at which the output voltage has zero phase angle and its value at this fre-
quency. Determine also the —3-dB bandwidth.

Show that for the circuit of Fig. 1.9.1(b), when a is made large the transfer impedance reduces to
R,/a. Discuss the significance of this.
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1.43.

1.44.

1.45.

1.46.
1.47.

1.48.

1.49.

1.50.

1.51.

1.52.

1.53.

1.54.

1.55.

1.56

1.57.

1.58.

A tapped inductor has L, = 100 pH, Ly = 9 pH, and k = 1 between sections. The load resistance con-
nected to the tapping point is 300 Q. Calculate the effective parallel resistance and the effective
inductance of the circuit. The coil series resistance may be ignored.

Two 10-pF capacitors are connected in series to form the tuning capacitor of a 100-MHz parallel res-
onant circuit. The dynamic impedance of the circuit is 1 MQ. A 10-kQ2 load is connected across one
of the capacitors. Determine (a) the effective dynamic impedance of the loaded circuit, and (b) the
effective tuning capacity.

For the circuit of Fig. 1.10.1 (a), C; = 70 pF, C, = 150 pF, and the load resistance is 2000 €.
Determine the inductance value needed to resonate the circuit at 27 MHz and the effective load
impedance presented to the current source at resonance. Assume the dynamic impedance of the cir-
cuit is high enough to be ignored.

Determine the voltage transfer function for the circuit in Problem 1.45.

Determine the transfer impedance for the circuit of Problem 1.45 given that the source resistance can
be neglected.

Explain what is meant by a conjugate match. A signal source can be represented by an equivalent
voltage generator of internal series impedance (50 + j10) ) at 200 MHz. Calculate the series RC val-
ues of load required for conjugate matching. The internal emf of the source is 3 V. Determine the
maximum average power delivered to the load.

To function properly, a circuit has to be connected to a 600-) signal source. The actual source is a
50-C) microphone. Calculate the turns ratio of the matching transformer required. State any assump-
tions made.

Explain what is meant by the transfer function of a filter. The input voltage to a filter is 5 sin wt, and
the corresponding output voltage is 2 sin(wf + 40°). What is the value of the transfer function at this
frequency?

A square wave having the same amplitude and frequency as the sine wave input is applied to the fil-
ter of Problem 1.50. Can the value of the transfer function as determined in Problem 1.50 be used to
determine the output for the square wave input?

A second-order low-pass Butterworth filter has a —3-dB frequency of 1000 Hz. Calculate the output
amplitude from the filter when the input is a 1-V sinusoid at a frequency of (a) 100 Hz, and (b) 5000 Hz.
(c) What is the transfer function magnitude, in decibels, in each case?

On the same set of axes, plot the amplitude response for a first-order and a second-order low-pass
Butterworth filter over the range from 0 to —30 dB. Use a logarithmic frequency scale normalized to
the —3-dB value.

Calculate the amplitude response for a first-order Chebyshev LPF for which € = 0.25 at frequencies
of (a) 0.5f;, (b) f, and (c) 5f,.
Explain how the crystal lattice filter acts to provide band-pass filtering.

Using the fregs command in MATLAB, plot the frequency response of the filter whose transfer
function is given by: H(s) = ——— (Hint: a=[1 2 1]; b=[1]; freqs(b,a);)

+2s+ 1
Study the Chebychev and Butterworth filters as implemented in MATLAB. Obtain the numerator/
denominator polynomials of a 2" order Butterworth low pass filter. (Hint: [b,a]=buttap(2); freqs(b,a);)
Repeat the above exercise for a 3"  order type-1 Chebychev high pass filter, when the ripple in the
pass band is 0.1dB. (Hint:[b,a]=cheblap(3,0.1); freqs(b,a);)
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Obtain the transfer function of the high pass filter circuit with an intermediate T-section, as shown in
Chapter 1, Figure 1.13.3(d). Plot the frequency response using MATLAB.

If the load impedance is 3+4j(), then what should be the source impedance so that maximum power
transfer takes palce?

For an m™ order Butterworth low pass filter, the filter response is given by: ‘Hm(f)‘ =

1 . .
——— . Plot |H,,,(f)| for various values of m using MATLAB and show that |H,,(f)
— |H,, ()] g |H, ()]

approaches ideal case when m — oo -

Obtain the frequency response of the circuit shown in Figure P1.62 analytically. What is the order of
the filter? Show that it is a low pass filter using MATLAB.

Ry Ry
N L T )
Vin 1k Ohm 1k Ohm Vout
T Cl __CZ
10MF 10MF

Figure P1.62

Explore the MATLAB functions for transforming a low pass filter into an equivalent high pass filter.

MATLAB can be used to obtain the mesh currents/voltages in an electrical circuit very conveniently.

For example, if current—voltage relation in a circuit is given by A * i = V, where i is the mesh current
1 2 T3 .
rm r rmal and 'V is the mesh voltage

r31 132 133

vector(= [i] i i3]T) and A is the impedance matrix,

vector, (=[vy v V3]T), then, i = inv(A)*V or i = A\V. Use the above to find out the currents in
circuits shown in Figure P1.64.

R, R, Ry 500
— } ! } !
200 R; 300 R, R
+ 600
GD i 100 Q {
3
~ov 400 > 1 10V

Figure P1.64

Explore the filter visualization tool (fvtool) in MATLAB Ver 7.0.
Explore the filter design and analysis tool (fdatool) in MATLAB Ver 7.0.
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Waveform Spectra

2.1 Introduction

‘Wave motion is a familiar, everyday phenomenon, as observed in water waves, sound waves, heat waves, and
so on. The idea of a wave implies some quantity that varies with distance and with time, and the waveform
is generally taken to mean the graph of the quantity plotted as a function of either of these two variables.
However, in this chapter, waveform will refer only to the time function.

The student will already be familiar with the sine and cosine wave functions encountered in steady-state
ac analysis of circuits. The main properties of these trigonometric wave functions are reviewed in the following
section in order to lay the groundwork for the study of waveform analysis. Waveform analysis consists of
expanding a waveform (for example, a rectangular waveform or triangular waveform) into a trigonometric
series, which forms the spectrum of the wave. A knowledge of the spectra of waveforms enables us to predict
how the frequency response of a transmission system affects the waveform, as will be illustrated later in the text.

2.2 Sinusoidal Waveforms
A voltage waveform that is a sinusoidal function of time may be written as
V(1) = Vipax sin 2mfyt 2.2.1)

Here, the constants are V., the peak value of the voltage, and f, the frequency of the wave. The periodic
time is Tg = 1/fy as shown in Figure 2.2.1(a). The cosine wave is described by

V(£) = Vipax €08 27fot (2.2.2)

In analysis, using the cosine wave rather than the sine wave as a reference produces somewhat neater
(but otherwise equivalent) results mathematically. The cosine wave is known as an even function because the
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Figure 2.2.1 (a) Sine and cosine waves. (b) General cosinusoidal function.

curve is symmetrical about the vertical axis. [In mathematical notation, v(—f) = v(¢)]. A sine wave is an odd
function because the curve is skew-symmetrical about the vertical axis [or v(—f) = —v(f)].

More generally, the waveform can be as shown in Figure 2.2.1(b). Expressing this with reference to a
cosine wave gives

V() = Vipax €08 271fp(t — T) (2.2.3)

In terms of a phase angle ¢, the equation can be written as
V(1) = Viax cos 2mfyt + &) (2.2.4)

It will be seen that this requires ¢ = —2m7/T(. A numerically negative value of ¢ results in a lagging phase
angle, and a positive value a leading phase angle. For the sine wave, T = Tj/4, and so the sine wave lags the
cosine wave by 90°. Physically, this means that the sine wave reaches its positive peak one-quarter cycle later
than the cosine wave.
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Sine and cosine waves are examples of periodic functions, which are described in the following section.

Exercise 2.2.1 Given that T = —12.5 ps and fy = 10* Hz, determine the angle of phase lead or lag
in Eq. (2.2.4). (Ans. 45° lead.)

2.3 General Periodic Waveforms

A periodic function is one that repeats itself at regular intervals over the complete time domain, —co =t = oo,
The periodic time is the time spanned by one repetition, and, for example, for the trigonometric functions
described in the previous section the periodic time is denoted by Tj between two successive peaks. The periodic
time can be selected anywhere on the function; it is simply a matter of convenience to show it between peaks
(or between zeros).

An example of a nonsinusoidal periodic waveform is shown in Fig. 2.3.1. Mathematically, a periodic func-
tion has the property that v(f) = v(¢t + Tj), which simply states that for any time ¢ the value at time (t + Tp) is
equal to the value at time ¢.

2.4 Trigonometric Fourier Series for a Periodic Waveform

As a preliminary example of a trigonometric expansion of a periodic wave, consider the series

v(t) = sin(2w - 100 - ¢) + 0.3 sin(2w - 200 - £) + 0.2 sin(2w - 300 - 1) (2.4.1)

With time ¢ in seconds, examination of the series shows that the first sinusoidal term has a frequency
of 100 Hz. This is termed the fundamental frequency. The second sinusoidal term has a frequency of 200 Hz
and is known as the second harmonic. The amplitude of the second harmonic is 0.3. The third sinusoidal
term has a frequency of 300 Hz and is known as the third harmonic. Its amplitude is 0.2.

Exercise 2.4.1 Plot on a single graph the three trigonometric terms in Eq. (2.4.1), and on a separate

graph plot the resultant wave. (Ans. The waveforms are plotted in Fig. 2.4.1, where it will be seen that the
resultant is also periodic, with a periodic time of 135 s.)

W7 e

\/ i \/ LT, N\

V() =t + Tp)

Figure 2.3.1 Nonsinusoidal periodic function.
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Figure 2.4.1 Waveform resulting from the series given in Eq. (2.4.1).

More generally, a periodic wave can be expanded in a trigonometric series containing sine and cosine
terms. There may also be a constant term (representing the dc component in the case of voltage and current
waveforms) so that the general trigonometric expansion may be written as

V(1) = ay + Zlan cos(2mnfyt) + Zlb,, sin(2mnfyt) (2.4.2)

The mean or dc component is represented by ag, and the harmonic number by 7 (the fundamental is taken
to be the first harmonic). In theory, there may be an infinite number of harmonic terms, and so the summations
allow for this possibility. The coefficients a,, and b,, represent the amplitudes or peak values of the trigonometric
terms. Evaluating these coefficients is what waveform analysis is mostly about, and methods for doing so will
be described later.

Although it is usually easier to evaluate the a,, and b,, coefficients separately, in use it is usually more
informative to combine them in the following manner. Any two corresponding terms can be combined using the
trigonometric identity as

a, cos(2mnfyt) + b, sin(2mnfyt) = A, cos(2mnfot + by,) (2.4.3)
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For the identity to hold requires that

A, =Va + b2 (2.4.4)

b
b, = —tan 2 (2.4.5)

an

A, is taken as the positive value of the square root. Hence the original trigonometric series can be written as

V(D) = ag + D, Ay cosQmnfor + dy) (2.4.6)
n=1
The trigonometric series given by Eq. (2.4.6) is known as a Fourier series, named after its discoverer Joseph

Fourier (1768-1830), a French mathematician.

2.5 Fourier Coefficients

Fourier showed that the coefficients can be found as follows:

ag = lj v(t) dt (2.5.1)
To) 1
|

ay = —|  v(t) cos(2mnfot) dt (2.5.2)
Ty) 1,

b, = ZJ v(t) sin(2mnfyt) dt (2.5.3)
To) 1

Here, the integral sign with the Ty subscript means integration over one complete period. It will be observed
that, to evaluate the coefficients using integration, the functional form of v(f) must be known. Now there are
many regular-type waveforms for which this is so and for which the Fourier coefficients have been evaluated
and tabulated. Thus, where a waveform function is known and the Fourier coefficients are required, the stu-
dent has the choice of evaluating the integrals or of referring to a handbook (for example the Mathematical
Handbook by Murray R. Spiegel in the Schaum’s outline series) for the results. Solving the integrals is a math-
ematical exercise, which, although useful, will not be followed here. Instead, some results for known wave-
forms will be presented after the idea of a spectrum has been introduced.

2.6 Spectrum for the Trigonometric Fourier Series

The right-hand side of the Fourier trigonometric series, Eq. (2.4.6), can be interpreted as a series of harmonic
waves each of amplitude A,, and fixed phase angle ¢,, and a dc component ag. These results can be presented
graphically in what is known as a spectrum graph, as shown in Fig. 2.6.1.

Figure 2.6.1(a) shows the amplitude (or peak value) of each component and is known as the ampli-
tude spectrum or spectrum magnitude. The phase angle of lead or lag is shown in Fig. 2.6.1(b). It will be
seen that both amplitude and phase angle are plotted as functions of the harmonic frequencies, and hence all
the information needed to specify the series is contained in the spectrum. The convention is that the cosine
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Figure 2.6.1 Spectrum for the series given in Eq. (2.4.6).

wave is used as reference, so, for example, the spectrum for A cos 2mfyt would be as shown in Fig. 2.6.1(c),
and for A sin 2mfyt as in Fig. 2.6.1(d). The spectra for some known waveforms are described in the
following sections.

2.7 Rectangular Waves

A rectangular voltage waveform (sometimes referred to as a square wave) is shown in Fig. 2.7.1(a). This is
a periodic wave and is assumed to exist for all time, so the range for 7 is —oo = ¢ = oo, just as for the sine
and cosine waves. By choosing the zero time origin such as to make the waveform an even function, as
shown in Fig. 2.7.1(a), only cosine terms appear in the trigonometric Fourier series.

Applying the equations given in Sections 2.4 and 2.5 results in the series

4 1 1 1
v(t) = cos wot — gcos 3wot + gcos Swgt — ;cos wot + -+ (2.7.1)
Here, wg = 2mfy is the angular frequency in radians per second.
It will be seen that there is no dc component, and this should be apparent from the symmetry of
the waveform about the time axis. The harmonic amplitudes are seen to be given by |a,| = 4V/(nw), where
n=1,3,5,...; thatis, only odd harmonics are present.
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Figure 2.7.1 (a) Rectangular voltage waveform, (b) its magnitude spectrum, and (c) its phase spectrum.

Since b, = 0, it follows from Eq. (2.4.4) that A,, = |a,|, and therefore the magnitude of the spectrum is as
shown in Fig. 2.7.1(b). Note that the negative sign associated with every other term in Eq. (2.7.1) is accounted
for as a 180° phase shift, and so the phase angle part of the spectrum appears as shown in Fig. 2.7.1(c).

If the square wave is shifted so that it is not symmetrical about the horizontal (time) axis, then a dc
component appears in the spectrum. This is simply the mean value of the voltage and is the value that would
be read, for example, on a moving coil voltmeter. For example, if the waveform is moved up so that the
lowest value is zero, as shown in Fig. 2.7.2(a), then by inspection the mean value is seen to be V.

The trigonometric Fourier series for this waveform is

4 1 1 1
v(t) =V + cos wot — gcos 3wgt + gcos Swot — ;cos wot + - (2.7.2)

The spectrum is as shown in Fig. 2.7.2(b) and (c).
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Figure 2.7.2 (a) Square wave with a dc component; (b) and (c) its spectrum.

A waveform can be reconstructed by graphically adding the trigonometric terms in the spectrum.
(Adding components in this way to produce a waveform is known as waveform synthesis.) This can be a
dauntingly tedious task unless carried out by computer. Even so, for many periodic functions the spectrum
extends to infinity, and a complete graphical reconstruction is not possible. The following exercise illustrates
the technique.

Exercise 2.7.1 Given that for a square wave V = 1 V and f = 1000 Hz, use a computer to obtain the
sum of the first seven harmonic terms of Eq. (2.7.1), and plot the resulting waveform over one complete cycle.
(Ans. The result is shown in Fig. 2.7.3.)
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Figure 2.7.3 Square wave synthesis, using the first seven harmonic terms in the trigonometric series.

2.8 Sawtooth Waveform

Another waveform frequently encountered in practice is the sawtooth waveform shown in Fig. 2.8.1(a). The
Fourier trigonometric series for this waveform is

(t)—K—X i t+l' 2 t+l' 3wt + (2.8.1)
v = ) - S1n wq) 2SlI'l () 3SlI'l w0 .0.

The dc component in this case is given by V/2 and the magnitude of the harmonics by A, = V/nm.
The harmonic terms are of the form —sin(nwgf), and so the phase lead relative to the cosine function is
(180 — 90) = 90°. This could also be shown as a 270° phase lag.

Note that when the dc component is zero, that is, the waveform is shifted down by amount V/2 to be
symmetrical about the time axis, the waveform becomes an odd function, and only sine terms are present in
the trigonometric Fourier series. This is confirmed by the harmonic terms in Eq. (2.8.1). The spectrum is
shown in Fig. 2.8.1(b) and (c), where it will be seen that both odd and even harmonics are present. Note the
need to distinguish carefully between even and odd functions, a mathematical property, and even and odd
harmonies, a physical property.

2.9 Pulse Train

A periodic pulse train is shown in Fig. 2.9.1(a) for which the pulse width is 7. By choosing the zero time
origin to make the waveform an even function only cosine terms are present. The Fourier series for this
wave is

v(t) = ﬁ

"= 1
*sni cos 2 t
T Z Y i T Tnfy

0

2V A
™
= 2 - cos 2mnfyt 2.9.1)
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Figure 2.8.1 (a) Sawtooth voltage waveform, (b) its spectrum magnitude, and (c) the phase spectrum.

The dc component is seen to be given by

VT
=— 29.2
do =1 (29.2)
and the amplitude of the nth harmonic by
2V
a, = = sin ( ’”TT) (2.9.3)
nw TO

The spectrum magnitude is shown in Fig. 2.9.1(b), and the phase in Fig. 2.9.1(c).
In anticipation of later work, the form of the equation for a,, may be changed as follows. Let x = nwt/Ty;
then it is left as an exercise for the student to show that
2Vt sinx
T() X

a, =

(2.9.4)

The (sin x)/x function occurs frequently in spectrum studies. It is unity at x = 0 and zero for x = kw fork = *1,
*+2,....In the particular case of Eq. (2.9.4), x is a discrete variable, and k = n7/T} is not necessarily an integer.
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Figure 2.9.1 (a) Periodic pulse train, (b) its spectrum magnitude, and (c) the phase spectrum.

Exercise 2.9.1 Given that the duty cycle for the waveform of Fig. 2.9.1(a) is 0.1, determine the
harmonic number for which the amplitude is first zero. (Ans. n = 10.)

Because of its significance in digital communications, the (sin x)/x function is given a special name. It
is known as the sampling function, written as Sa(x) where,

sin x

Sa(x) = (2.9.5)

Sometimes it is denoted by a related function known as the sinc function, written as sinc k, where

sin kT
kar

sinc k = (2.9.6)
This is really just a difference in notation, but both functions are widely used in practice, and so it is
best to be familiar with them. Both functions are available in graphical and tabular form. The sinc function
will be used in this text, and Eq. (2.9.3) in terms of this is
_ 2V7 nT

a, = ?0 . sinc?o (2.9.7)
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Exercise 2.9.2 Given that the duty cycle for the waveform of Fig. 2.9.1(a) is 0.1, determine the value
of sinc k for n = 3. (Ans. 0.858)

2.10 Some General Properties of Periodic Waveforms

When determining the spectra for the preceding waveforms, certain properties were deduced from the sym-
metry of the wave. Some of these properties and others are summarized below:

1. If one cycle of the waveform has equal areas above and below the time axis as sketched in
Fig. 2.4.1(b) there will be no dc term.

2. If the waveform is symmetrical about the vertical axis as sketched in Fig. 2.7.3 the trigonometric
expansion will contain only cosine terms. This symmetry requires that the waveform be an even
function, or v(—t) = v(?).

3. If the ac component of the waveform is skew-symmetric about the vertical axis as sketched in
Fig. 2.4.1(b) the trigonometric expansion will contain only sine terms. This symmetry requires
that the ac component be an odd function, or v(—¢) = —v(?).

4. If the waveform has finite discontinuities (such as the transitions from one level to another in a
square wave, or the abrupt changes at the peaks of triangular waves), then the spectrum will con-
tain an infinite number of harmonics. These decrease in amplitude at least as fast as 1/n.

2.11 Exponential Fourier Series

The cosine of an angle can be written in terms of exponentials as

Nt e
cos 0 :f (2.11.1)

Thus an alternative way of writing the cosine wave of Eq. (2.4.3) is

v(t) = A, cos 2mnfyt + b,,)
ej(qunfOt + b)) + e_j(27mf()t + dp)

= A
" 2

_An b 2t A = = 2mfy
2 2

= cneﬂmfot + c_ne_jszot (2.11.2)

An jb An —jb . . .
where ¢, = —e’"" and c_,, = —e ’7". It will be observed that c_,, is the complex conjugate of c,,.
2 2

The amplitudes of these two exponential terms are the same at |c,| = A,,/2 and the phase angles differ
by 180°. By showing the positive exponential as a phasor at frequency +nfy and the negative exponential at
frequency —nfp, the exponential form of the spectrum is created, as shown in Fig. 2.11.1. This is known as
a double-sided spectrum, because it utilizes positive and negative frequencies. It should be understood, how-
ever, that these components must always come in pairs to create the corresponding trigonometric term at the
real (positive) frequency nfj.
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Figure 2.11.1 Double-sided spectrum for a cosine wave.

With one additional modification, the trigonometric Fourier series of Eq. (2.4.6) can be written in a
very compact exponential form. The modification is to interpret the dc component as a cosine term of zero
frequency and zero phase angle, which then allows the equation for v(#) to be written as

n=oo
V(1) = D el ™ (2.11.3)
n= oo
The exponential Fourier series is widely used in more advanced texts for the ease with which it permits
mathematical manipulations to be carried out. Such manipulations will not be required in this text, but,
equally importantly, the exponential Fourier series forms the basis for most of the fast Fourier transform (fft)
computer programs used to determine the Fourier coefficients. These programs are widely available, and to
utilize them efficiently, a knowledge of the background to the method is needed.
It may be shown by straightforward manipulation of terms that ¢, = (a, — jb,)/2 and that the inte-
grals given in Section 2.5 can be combined to give

1 D nfy-
en = j v(t)e 2T gy 2.11.4)
Ty T,
Once ¢, is known, the amplitude A,, and phase angle &, of the corresponding cosine term in the
trigonometric Fourier series can be found, which will generally be of more practical use. The equations are
summarized next:

A, =2 |cyl (2.11.5)
b, = arg (c,) (2.11.6)

It must be remembered that the dc component represents a special case and is given by
Ay = ¢ (2.11.7)

As has already been mentioned, in many practical situations the functional form for v(f) will not be
known. In these situations the integral of Eq. (2.11.4) is evaluated by treating it as an area under a curve and
obtaining an approximate value for the area, using an area rule such as the rectangular rule. Fast Fourier
transform programs follow this approach, and this has a bearing on how the data must be entered into the
program and how the results are to be interpreted, as will be shown shortly.
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2.12 Approximate Formulas for the Fourier Coefficients

Consider first a periodic function f(#) for which an approximate value of the area for one complete cycle must
be found using the rectangular rule. This is shown in Fig. 2.12.1.

The function is sampled uniformly, the spacing between samples being T’. The first sample is the value
att = 0, or f(0). The second sample is f(T), the third sample f(27), and so on. Denoting the number of the
sample by k, where k = 0, 1, 2, 3, . . ., the value of the kth sample is simply f(kT5).

Applying the rectangular rule, the area under the curve for one cycle is

A = area; + area, + areay + -
A =f(0) - Ty + f(Ty) - Ty + fQ2T5) - Ts + -

k=N—

- E fKT ) (2.12.1)

where N is the total number of samples taken over one cycle. It will be noticed that the area for each rec-
tangle in the approximation is taken to the right of the corresponding sample. The first sample is at kK = O,
and the last sample is at k = N — 1, so the total number of samples is NV; but note that the Nth sample belongs
to the following cycle and is not included in the samples taken. In Fig. 2.12.1, N = §, and hence the last sam-
ple number is N — 1 = 7. Applying this to Eq. (2.11.4),

Cp =

J v(t)e 2T gy

Ty

St -

E v (kTS)e—jZTrnfokTS
k=0

k=N—
2 v(kTS)e R (2.12.2)

From Fig. 2.12.1, it will be seen that T5/Ty = 1/N, and this substitution has been made in Eq. (2.12.2).

S

VAR VAW

[ T T B T
k01234567

Figure 2.12.1 Rectangular rule used to find the area of a periodic function.
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A question that arises naturally is how many samples of the waveform should be used. The sampling
theorem, which is discussed more fully in Chapter 17, states in part that if the highest significant frequency
in the spectrum is fj, then the sampling frequency f;, should be at least 2f;,. It follows from this that if the
highest harmonic number is ny,x then the number of samples N should be at least 2ny .. This is illustrated
in the following example.

— EXAMPLE 2.12.1

Figure 2.12.2 shows a periodic waveform for which it is known that the highest harmonic is the third.
Determine the trigonometric Fourier series for the wave.

SOLUTION  Since nyx = 3, making N = 8 should satisfy the conditions required by the sampling
theorem. Since the periodic time is not specified, the sampling interval 7 may be taken as unity. The
sample values, obtained from Fig. 2.12.2, are

Sample No. 0 1 2 3 4 5 6 7
Value 0 0.512 0.7 —0.088 0 0.088 —=0.7 —-0.512
1 k=7 0
Forn = 0, == ke =0
orn co P ;ZOV( e
k=7 ]
1 —j2mk
Forn=1, ¢ =< > v(ke s =—025
8 k=0
k=17 ]
1 —j2mk2
Forn=2, c=y 2 v(ke s = —0.15)
k=0
k=7 ]
1 —j21k3
F =3 =— k 8 =025
orn L=y 2 v(k)e J
k=0
v(t)
1..
0.7

0.512

0.5

/\%088
0

0

—O.OSQL\/

0.5
\ \/70.512
0.7

0 I 2 3 4 5 6 7 8
Sample number

Figure 2.12.2 Periodic waveform for Example 2.12.1.
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Hence, Ag = 0, A; = 2|ey| = 0.5, Ay = 2|cy| = 03, and A3 = 2|e5| = 0.2. The —j multiplier signifies a
phase lag of 90°, and the j multiplier a phase lead of 90°. Hence the series is
v(t) = 0.5 cos (2mft — 90°) + 0.3 cos (2m2fpt — 90°) + 0.2 cos (2w3fyt + 90°)

= 0.5 sin 2mfyt + 0.3 sin 4mfyr — 0.2 sin 67fyt

In this case, a relatively simple example was chosen to illustrate the method, but even so quite difficult
summations are involved. In practice, a much larger number of samples is normally taken, 1024 being a typi-
cal number, and the computations become impractically large to carry out as shown. A computer routine known
as the fast Fourier transform is widely available for such computations, and this is explained in Section 2.14.

2.13 Energy Signals and Fourier Transforms

Another type of signal encountered in communications engineering is that which lasts for a finite duration,
such as a single pulse. By definition, such signals are nonperiodic but deterministic, and the power in such
a signal, averaged over all time, must be zero. However, the average energy is finite.

— EXAMPLE 2.13.1

Determine the average energy in a rectangular pulse of height 3 V and width 2 ms, developed across a
10-€) resistor.

SOLUTION The instantaneous power exists only during the pulse duration and is p(f) = v(t)z/

R = 3410 = 0.9 W. Since this is constant, the average energy is U = 0.9 X 2 X 10> = 1.8 mJ. Thus

the average energy is finite. The average power, obtained by dividing the finite energy by the infinite time
L range, is zero.

Energy signals cannot be expanded into a Fourier series. This follows from the fact that a Fourier series
consists of a summation of harmonics, each of which carries a fixed amount of average power, thus contra-
dicting the statement of zero average power. Energy signals can, however, be represented in the frequency
domain by means of a spectrum density function. The spectrum density function is related to the time wave-
form through what is known as a Fourier transform. Denoting the time waveform as v(f) and the spectrum
density function as V(f), the relationship can be shown symbolically as

V(f) = Flv(] (2.13.1)

The Fourier transform is an integral operation very similar to that shown in Eq. (2.11.4) for the
harmonic coefficient ¢, and it is given next for completeness.

V(f) = J v(ne 2™ g (2.13.2)

The Fourier transforms for a wide range of pulse shapes are listed in many handbooks, and rather than

solve the integral, use will be made of these published data to illustrate the physical significance of the spec-

trum density. Later, the use of the fast Fourier transform, introduced in Section 2.14, will be illustrated, as
this provides a fast computer method of finding the spectrum density for arbitrary pulse shapes.
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A rectangular pulse of height A and width 7 is shown in Fig. 2.13.1(a). The spectrum density for this
pulse is given by

V(f) = At sinc fr (2.13.3)

This is seen to have the same functional form as Eq. (2.9.6) except that in this case the continuous variable
f is used rather than the discrete variable k. The voltage spectrum density is plotted in Fig. 2.13.1(b), nor-
malized to unity; that is, AT = 1. This therefore is a plot of the sinc f7 function. The spectrum is double sided,
requiring negative as well as positive frequencies, just like the Fourier coefficients of Section 2.11. Also, as
for the exponential Fourier series, the negative half of the spectrum does not exist independently of the pos-
itive half; it is the complex conjugate of the positive half. The voltage spectrum density is a continuous curve,
unlike the Fourier series spectrum, which is a line spectrum. Another fundamental difference is that the units
for spectrum density are volts per hertz, so the voltage associated with some small bandwidth df centered
about a frequency f; is given by V( f,) df. Note that the dimensions of AT are volt-seconds or volts per hertz.

The voltage spectrum density is seen to consist of a main lobe and a number of sidelobes, which extend
to infinity. Any practical transmission system will be unable to transmit the full theoretical range of fre-
quencies, and the truncation in the frequency domain means that the pulse shape will be distorted after trans-
mission. Examples of this will be met with in the chapter on digital transmission, but meantime it should be
noted that the bulk of the spectrum, covered by the main lobe, is contained in a frequency range from zero
to the first null at f = 1/7. As mentioned previously, negative frequencies are not to be considered separately
from positive frequencies; that is, the bandwidth of the main lobe is not to be taken as 2/.

The inverse operation, that of finding a waveshape from a given spectrum density, is known as taking
the inverse Fourier transform. Again, the mathematical operation will be stated without proof, but this will
be illustrated later through the use of the inverse fast Fourier transform (ifft). The inverse Fourier transform
equation 18

V(1) =f V(e ™ at (2.13.4)
A
2 0 3 —
(a)

o] I

0.2
-8 0 >

A
(b)

Figure 2.13.1 (a) Rectangular pulse. (b) Its spectral density.
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Figure 2.13.2 Energy spectral density curve for the pulse of Fig. 2.13.1.
The operation may be shown symbolically as
—1
v(t) =F [V(f)] (2.13.5)

The Fourier transform and its inverse constitute the Fourier transform pair. The most significant prop-
erty of the Fourier transform pair is uniqueness, which means that only one spectrum density is associated
with a given waveform and, conversely, only one waveform is associated with a given spectrum density. The
Fourier transform pair is often shown symbolically as

v(t) < V(f) (2.13.6)

It was shown that periodic waveforms have line spectra (measured in volts for a voltage waveform)
rather than a voltage spectrum density function measured in volts per hertz. Although this aspect will not be
pursued here, it may be stated that Fourier transforms can be generalized to cover periodic waveforms, also,
through the introduction of a function known as the delta function. Details will be found in more advanced
books on communication theory (see, for example, Analog and Digital Communication Systems, 3rd ed., by
Martin S. Roden, Prentice Hall, 1991).

An important concept associated with energy signals is that of the energy spectrum density, which is the
energy per unit bandwidth plotted as a function of frequency. Consider a voltage pulse developed across a resist-
ance of R . Let V(f) be the voltage spectrum density; then the energy spectrum density is S(f) = |V(f )|2/R.
Since the units for V(f) are volts per hertz the units for S(f) are (volts/hertz)”/ohms. But volts™/
ohms = watts, and since hertz = sfl, the units for S(f) become watt X second/hertz or joules/hertz. It is cus-
tomary in analysis to assume a 1-() resistor for R, and the plot of [V( f)|2 then gives the energy spectrum density
in joules per hertz as a function of frequency. The energy spectrum density curve for the pulse of Fig. 2.13.1 is
plotted in Fig. 2.13.2. The total area under the energy spectrum density curve gives the total energy in the pulse
for a 1-) load resistor.

2.14 Fast Fourier Transform

Evaluation of the Fourier coefficients for a periodic function and of the Fourier transform for a pulse-type func-
tion require the evaluation of definite integrals. By thinking of the definite integral as an area under a curve, the
rectangular rule can be used to approximate the integral by a summation, as already shown in Section 2.12.
To apply the rectangular rule, samples are taken at uniform intervals T in the time domain, a total of N
samples being taken. Denoting the sample number by an integer k, where 0 = k = N — 1, then the variable ¢
in the integral is replaced by kT, and the limits on the integral are replaced by the summation limits 0 and
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N — 1. In the rectangular rule approximation to the integral, the df under the integral sign is replaced by T
outside the summation sign.
As shown in Section 2.12, the exponential coefficients are given by

k=N—1

1 _ 2mnk
e =~ > v(kTe TN (2.14.1)
k=0

Applying a similar argument to the Fourier transform integral of Eq. (2.13.2) gives

k=N—1
Vi =T, > vkTye IV (2.142)
k=0

The fast Fourier transform algorithm provides a computationally efficient way of evaluating the sum-
mations. For the versions most commonly in use, the number of samples is always an integral power of 2.
When N samples are taken in the time domain, the transform computation will produce N values in the fre-
quency domain also. However, computer printouts will usually show only the positive frequency half of the
spectrum, since the negative half is known to be the complex conjugate of the positive half. The printout for
the frequency domain usually contains (N/2 + 1) values, where the last value is known as the fold-over value.
The reason for this will be explained shortly in connection with the inverse transform. For example, if N = 32
samples in the time domain, the printout will contain 17 spectrum values. With N a power of 2, N = 2",
where m is an integer, and the printout will contain 2" + 1 components.

Figure 2.14.1(a) shows the relationships between sample points in the time domain, and Figure 2.14.1(b)
the relationships in the frequency domain for a pulse waveform.

For periodic functions, the harmonics ¢, are spaced by nf( in the frequency domain, where fy = 1/7 and
Ty is the periodic time. For aperiodic signals (for example, a pulselike function), 7 represents the time base
over which the pulse is sampled, and the spacing of the V(n) values in the frequency domain are spaced by nFy,
where Fp = 1/T. Although the equation form is the same, uppercase F is used to emphasize the fact that the
values obtained for the aperiodic function are not harmonics, but point values on the continuous spectrum den-
sity curve.

When analyzing time functions, the sampling frequency is set at twice the highest frequency component
in the spectrum of the waveform being analyzed, as required by the Nyquist sampling theorem (which is dis-
cussed more fully in Chapter 11). This would seem to be a catch, since the point of the analysis is to find the
spectrum, and hence by definition the highest frequency is not known. However, in practice certain physical con-
straints, which are known, will limit the spectrum. For example, the signal will usually be filtered and the filter
characteristics known. Assuming therefore that the highest significant frequency in the spectrum is known, and
denoting this by f7, the sampling frequency is given by f; = 2f,,. The sampling interval is 7 = 1/f;. The mini-
mum number of samples would be Tyy/ Ty, where T is the periodic time (or time base for a pulse), but the Ty/ T
has to be rounded up to the nearest integer power of 2. For example, if T/ T were to equal 120, then N = 128
samples should be used.

In applying computer packages that provide the fft function, in order to be able to correctly interpret
the results we must be aware that various versions of the summation formula exist. For example, the Mathcad
formulation for the fft is of the form

k=N
1 2mnk
&= > v(kTy)e (2.14.3)
k=1

To obtain ¢, from the Mathcad g,,, the complex conjugate of the g, values must be taken and the result
multiplied by 1/ VN so that the final multiplier is 1/N, as required by Eq. (2.14.1). To obtain V(n) from g,
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Figure 2.14.1 (a) Sampling a rectangular pulse. (b) Computed spectrum density samples.

again the complex conjugate must be used and the result multiplied by 7 - VN so that the final multiply-
ing factor is T, as required by Eq. (2.14.2).

To check the results of any computer applications package, the best procedure is to apply it first to

a known function and check the result. This is illustrated in the following example using the Mathcad
package.

— EXAMPLE 2.14.1

For the periodic waveform shown in Fig. 2.12.2, it is known that the highest harmonic is the third. Apply
the Mathcad fft function to find the exponential Fourier series.

SOLUTION Since the highest harmonic is the third, the number of samples should be at least 2 X 3 = 6;
but to meet the fft requirements, eight will be used. Set N = 8§ and define an index & for eight samples:

N:=38 k:=0..7

Denote the sample values by s. These are shown in Fig. 2.12.2 as
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Sk =
k
0 0
1 0.512
2 0.7
3 —0.088
4 0
5 0.088
6 —-0.7
7 —-0.512
Take the fft: S . = fft(s)
Form the complex conjugate: §S:=8
1
The required spectrum is: c:=—+=-8§
auieesp VN
0
0.25i
These can be shown as: c=1] 0.15;
—=0.1;
0

These are the values for the positive half of the spectrum. Note that the last value, the fold-over value, is
L~ zero. The coefficients for the negative half are the complex conjugates of these.

2.15 Inverse Fast Fourier Transform

A similar approach is taken in evaluating the inverse Fourier transform, the approximate form of the
Eq. (2.13.4) being

n=N-—1
i2mnk

v(k) = Fy >, WnFge v (2.15.1)
n=0

where Fy = 1/T is the sampling interval in the frequency domain, and W(nF)) is the double-sided spectrum.
Considering first the spectrum density function, the raw input data in this case are the spectrum density values
V(nF) for the positive half of the frequency range, and W(nFy) is formed from this by appending the com-
plex conjugate values. In practice, the usual situation is that the user has only to enter the V(nF() values and
the computer routine will automatically generate W(nF). The only restriction is that the number of sample
values for V(nFp) must be 2™ + 1, where m is a positive integer.

This is so for the Mathcad inverse fast Fourier transform (ifft), where the user inputs 2" + 1 samples
for V(nF() and the program automatically generates the W(nF) vector of values. In doing so, the last value
for V(nFy) is used as a fold-over value, which is common to V(nF() and its complex conjugate. Also, the dc
value in V(nFy) is common to both halves of the double-sided spectrum. As a result, the number of values
returned for the time functionis 2 X 2" + 1) — 2 = 2"
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For a harmonic series, the ¢, values are entered instead of V(nF() and the multiplying factor Fj in
Eq. (2.15.1) is omitted, so the result is consistent with the summation given in Eq. (2.11.3). The result of the
inverse transform in either case is v(k), the time function evaluated at instants k7.

The Mathcad formulation for the ifft is of the form

1 =y _ 2wk
dy = ——= W(nFye 7N (2.15.2)
g \/anl 0

To convert the Mathcad dj, values to the desired v(k) values, the input data must be the complex conjugate of
the actual spectrum values. If the input data are spectrum density values V(nFy), the required input is V(nFj),

where the overbar signifies complex conjugate, and the resultant output has to be multiplied by Fj) - VN . If
the input data are harmonic values c,, they must be converted to ¢, and the resultant output multiplied by
VN where N is the total number of samples in the time domain. As explained previously, the spectrum input

has 2" + 1 values and the number of resulting time values is 2" * 1 The use of the Mathcad ifft is shown in
the following example.

— EXAMPLE 2.15.1
Use the computed values for the spectrum obtained in Example 2.14.1 and the ifft to obtain the sample
values in the time domain.
MATHCAD SOLUTION The spectrum values, from Example 2.14.1, are
0
—0.25i
c: =|—0.15i
0.1i
0
Form the complex conjugate: c: =c
Take the ifft of this: v = ifft(c)
The value of N is: N :=last(v) + 1
As a check, the value of N is: N =38
The required sample values are: y:=VN-vy
- 07
0.512
0.7
—0.088
These can be shown as: v = 0
0.088
—0.7
- | —0.512
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2.16 Filtering of Signals

One reason for wishing to know the spectrum of a signal is that filtering of the signal is determined by a
multiplication of the spectrum by the frequency response of the filter. In Chapter 1 the transfer function of a fil-
ter, designated as H(f), gives the ratio of the output signal to input signal at a given sinusoidal frequency f, as
shown by Eq. (1.3.1). The transfer function H(f) will be known or can be measured as a function of frequency.
The input frequency spectrum Vi(f) can be determined by Fourier methods, and the spectrum of the output
signal is then

Vo(f) = H(f)Vi(f) (2.16.1)

The inverse Fourier transform can be used to find the waveform from a given output spectrum. The
time function (the waveform) is given by

V() = F V()] (2.16.2)

This is illustrated in the following example using Mathcad.

— EXAMPLE 2.16.1

The spectrum obtained in Example 2.14.1 is passed through a filter that has the H( f) transfer characteristic
shown. Determine the output waveform.

MATHCAD SOLUTION The spectrum values, from Example 2.14.1, are

0.25i
c:=1 0.15i
—0.1i

In order to set up the filter function, define n

n:=0...4

The filter transfer function H(f) in terms of # is

H,:= 71
V1 + n?
The filtered spectrum is ch:=cy Hy
From the complex conjugate: c:=c
Take the ifft of this: v . = ifft(c)
The value of N is: N : = last(v) +1
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As a check, the value of N is: N =

8
The required sample values are: v:i=VN-v

0.339
0.417
0.071
These can be shown as: V=
—-0.071
—-0.417
| —0.339 |

2.17 Power Signals

Periodic voltage and current waves carry finite average power, and as such they represent signals that fall
into a class known as power signals. For example, a sinusoidal current flowing through a resistor R develops
an average power given by P = [ 2. R, where I = I,/ V2 is the root-mean-square current (rms).

Another example is the square wave, for which the rms current is equal to the maximum current of the
square wave, denoted here by Isqwave to avoid confusion with the peak value of the fundamental compo-
nent of the spectrum. Hence the average power is P = 12sqwave ‘R.

In terms of the spectrum components, the peak of the fundamental component of the square wave is,
from the results of Section 2.7, Iinax = 4lsqwave/™, and the power is the sum of all spectrum components,
which again from the results of Section 2.7 is

_ ( 4lsqwave ) 2
V2

Lo, 2 2
sqwave ™
™ 8
2
= Isqwave *R

This demonstrates that the total average power is spread over all the spectral components, extending to infinity.
This result holds in general for periodic waveforms.

Periodic waveforms are also known as deterministic waveforms because their values are known at all
times. Another type of power waveform encountered in communications engineering is the random wave-
form, for which the values cannot be predicted. Noise waveforms are examples of random waveforms, as are
all information signals such as audio and video signals. These signals carry finite power, but unlike periodic
waves they do not have a harmonic, or line spectra. Fourier methods applied to these random power signals
result in a power spectral density function. This is a curve that shows the energy distribution as a continu-
ous function of frequency. Such a curve is sketched in Fig. 2.17.1.

The units for power spectral density are watts per hertz, which are equivalent to joules. The area under
the curve has units of joules X hertz, which is dimensionally equivalent to watts. The total area under the
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Figure 2.17.1 Power spectral density curve (positive half-frequencies only shown).

curve gives the average signal power. Note carefully how the power spectrum density curve under discussion
here differs from the energy spectrum density curve for a pulse described in the previous section.

For binary digital waveforms (the topic of the next chapter), there is a connection between the energy
spectrum density of the basic pulse making up the waveform and the power spectrum density of the wave-
form. Under certain conditions the power spectrum density G(f) of the waveform is related to the energy
spectrum density of the basic pulse as follows:

1 2
G(f) =;|V(f)|

_ lS(f) 2.17.1)

T

7 is the pulse period, and S(f) is the energy spectrum density introduced in Section 2.13. It will be noted that
S(f) has units of joules per hertz, and G(f) has units (1/s)( joules/hertz), which is equivalent to watts per
hertz. The conditions required for Eq. (2.17.1) to apply are as follows:

1. The individual pulses must be independent of one another.
2. The binary I’s and 0’s are generated with equal probability.
3. The waveform has zero mean.

4. The waveform is assumed to be infinitely long.

Examples of binary waveforms will be met with in Chapter 3, but to illustrate, the power spectrum den-
sity for a binary random waveform consisting of rectangular pulses of amplitudes *A is shown Fig. 2.17.2.
Combining Egs. (2.13.3) and (2.17.1) gives G(f) as

G(f) = 7(A sinc fr)* (2.17.2)

Again, it must be emphasized that the power spectrum density curve does not give the power at any
one frequency. What can be said is that the power in some small bandwidth Af about some frequency f, is
given by P(fy) = G(f,)Af. The concept of power spectral density is also fundamental to the study of noise
waveforms, and this aspect is examined in Chapter 4.
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G(f)T

Figure 2.17.2 Power spectral density for a binary random waveform of rectangular pulses of amplitudes * A.

2.18 Bandwidth Requirements for Analog Information Signals

As Fourier methods show, signals can be described in terms of a frequency spectrum. From the transmission
point of view, it is desirable to limit the bandwidth required for any signal, because this allows more channels
to be accommodated in a given frequency band. Thus the bandwidth allocated for signals is often a com-
promise between minimizing the bandwidth and acceptable levels of distortion.

For speech signals, listening tests have shown that the energy content resides mainly in the low audio-
frequency range; typically, about 80% of the energy lies in frequencies below 1 kHz. The intelligibility, or
clarity, of the signal requires the higher frequencies, typically in the range from 1.5 to 2.5 kHz. For telephone
service, a frequency range of 300 to 3400 Hz is the generally accepted standard, even though the spectrum
for natural speech has a much greater frequency spread than this. Not all telephone administrations adhere
to this standard, but it is widely used in determining system performance. Thus the audio bandwidth for
speech signals is 3400 — 300 = 3100 Hz. As will be seen later, when filtering requirements are taken into
account, 4 kHz is usually allocated as the channel bandwidth for speech signals.

Signals associated with music, both instrumental and voice, require a much larger bandwidth than that
for speech. Listening tests have shown that a frequency range of about 15 to 20,000 Hz is required for reason-
able high-fidelity sound. For example, the specification sheets for certain pieces of “compatible” high-fidelity
equipment specify the frequency ranges as CD player, 2 to 20,000 Hz; FM tuner section, 30 to 15,000 Hz;
stereo tape deck, normal tape, 30 to 14,000 Hz, metal and chrome tapes, 30 to 15,000 Hz; and stereo turntable,
10 to 30,000 Hz.

Video signals, such as those produced by standard television systems, require a bandwidth of about
4 MHz, while a facsimile signal requires a bandwidth of only about 1000 Hz. These bandwidth requirements
are discussed in detail in later chapters, but for the present they are given here for comparison purposes. This
wide difference in bandwidth requirements reflects the difference in time taken for a transmission system to
scan the picture information. With television the picture is scanned in about 1/30 s, while a facsimile scan-
ner may require about 10 min for a page of print. This illustrates the general connection between speed and
bandwidth. The greater the rate at which information is generated, the greater the bandwidth needed, and of
course vice versa. Thus the widespread use of facsimile transmission has come about (apart from its general
appeal to the public) because it makes use of existing telephone networks that are often limited in bandwidth.

These bandwidth requirements are shown in Fig. 2.18.1 on a logarithmic frequency scale. The video
signal extends down to zero frequency (which cannot be shown on the logarithmic scale; why?). The point
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Figure 2.18.1 Bandwidth requirements for some baseband signals.

has been made elsewhere (source unknown) that the video bandwidth is about 1000 times the speech band-
width, which gives some credence to the saying that “one picture is worth a thousand words”!

Digital signals also follow the general principle that the bandwidth requirements increase as the trans-

mission rate increases. Digital signals are covered in the next chapter.

2.1.

2.2
2.3.
24.

2.5.
2.6.

2.7.

2.8.

2.9.

2.10.

2.11.

PROBLEMS

A sine wave is described by 5 sin(3007 + 27°), where ¢ is time in seconds. Determine the waveform
(a) amplitude, (b) rms value, (c) frequency, (d) periodic time, and (e) time lag or lead.

Express the waveform of Problem 2.1 as a cosine function.
By sketching the waveform of Problem 2.1, determine if it is an even or odd function, or neither.

A periodic waveform is described by f(x) = |sin x| for — w < x < m. By sketching this function,
determine if it is an even or odd function, or neither.

Repeat Problem 2.4 for fix) = x for —m < x < .

The trigonometric series for a periodic waveform consists of three sine terms consisting of a
fundamental, a second harmonic, and a third harmonic. The fundamental has an amplitude of 1 V and
provides the reference phase. The second harmonic has an amplitude of 0.3 V and a phase lag of 27°.
The third harmonic has an amplitude of 0.5 V and a phase lead of 30°. Draw accurately to scale the
resultant waveform.

The spectrum components of a waveform are fundamental, 1 V; second harmonic, 0.7 V; third
harmonic, —0.35 V; all are sine waves with zero phase angle. The fourth harmonic is a 0.1-V cosine
wave, also with zero phase angle. Construct accurately to scale one cycle of the resultant waveform.
All voltages given are peak values.

A waveform consists of a 3-V dc component, a fundamental 2 sin w?, and a second harmonic 1.5 sin 2wt.
Draw accurately to scale one cycle of the waveform.

A spectrum component of a waveform is given by 3 sin(wr — 20°). Express this as the sum of sine
and cosine terms.

A spectrum component of a waveform is given by 5 cos(wt + 70°). Express this as the sum of sine
and cosine terms.

The nth harmonic of a waveform can be written as 7 cos(nwgt + 35°). Determine the corresponding
ay and b, amplitudes.
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2.12.

2.13.

2.14.

2.15.

2.16.

2.17.

2.18.

2.19.

2.20.
2.21.

2.22,

2.23.

2.24.
2.25.
2.26.

2.27.

2.28.
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The Fourier coefficients for the nth harmonic of a waveform are a,, = 35V, b,, = 45 V. Express the
harmonic in cosine form.

For a waveform series A,, = 1/n2, ap = 0 and ¢,, = 0. Given that all harmonics from n = 1 to 10 are
present in the waveform, plot this using Eq. (2.4.6).

The Fourier series for a square wave of 1-V amplitude is

sin 3wt  sin Swqt
0 + 0 +)

4
v(t) = Tr(sin wot + 3 5

By comparing this with the series given in Eq. (2.7.1), sketch the square wave relative to the wave-
form shown in Fig. 2.7.1(a).

The Fourier series for a half-wave rectified sinusoidal current wave of 1-A amplitude is

11
NSNS B O 2
= —— 1 X3 3% 5 5% 7

2 [cos 2wgt  cos dwgt  cos bwgt N
2 T

Draw accurately to scale the spectrum up to the eighth harmonic. What is the value of the dc
component?

Write out the next three terms for the wave in Problem 2.15. Using Mathcad or any other suitable
computer program (or writing your own), construct accurately to scale two cycles of the waveform,
using harmonics up to and including the eleventh.

Calculate the rms value of the thirteenth harmonic of a square wave for which the peak-to-peak
voltage is 10 V.

Calculate the rms value of the tenth harmonic of a sawtooth wave for which the peak-to-peak voltage
is 10 V.

Interpret Eqs. (2.5.1), (2.5.2), and (2.5.3) for the waveform shown in Fig. 2.7.2(a) to determine which
coefficients exist. Do not attempt to solve the integrals.

Repeat Problem 2.19, but with the square wave set up as an odd function.

Repeat Problem 2.19, for a 3-V peak, half-wave rectified sine wave. (Hints: Set up the waveform as
an even function; use the expressions given in Problem 2.15 to find the dc component.)

Plot the envelope of the amplitude function given by Eq. (2.9.3) for a periodic time of 1 ms, a pulse
width of 0.1 ms, V= 1V and n = 1 to 30 inclusive.

Write down the defining equations for the sine function and for the sampling function. Evaluate
(a) sine 0.3, (b) sine 0, (c) sine 1, (d) Sa(0.3), (e) Sa(0), (f) Sa(l).

Given that sine A= 0.2, determine the value of (a) A and (b) Sa(\).

Plot the function sine x for x in steps of 0.1 over the range —2.2 = x = 2.2.

One cycle of a periodic waveform is described by

f(x)=cosx, forO0<x<m, and —cosx, for—m<x<O0

By applying rule 1 of Section 2.10, determine if the spectrum contains a dc component.

For the waveform of Problem 2.26, apply rules 2 and 3 of Section 2.10 to determine if the trigono-
metric spectrum consists of sine or cosine terms.

Apply rules 2 and 3 of Section 2.10 to the waveform of Fig. 2.8.1 to determine if it contains only
even or odd harmonics, or both.
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2.29.

2.30.

2.31.

2.32.
2.33.
2.34.
2.35.
2.36.

2.37.

2.38.

2.39.

2.40.

241.

2.42.

2.43.

2.44.
2.45.

2.46.

247.

2.48.

2.49.
2.50.

Apply rule 4 of Section 2.10 to determine the extent of the harmonic content of the waveforms
described by Eq. (2.8.1). Assume harmonics less than 1% of V can be ignored.

Apply rules 1 through 3 of Section 2.10 to the waveform of Problem 2.4 and draw the necessary
conclusions.

Apply rules 1 through 3 of Section 2.10 to the waveform of Problem 2.5 and draw the necessary
conclusions.

Determine the exponential Fourier coefficients for the sine wave of Problem 2.1.

Determine the exponential Fourier coefficients for the waveform of Problem 2.6.

Write out in exponential form the equations for the waveforms in Problems 2.8, 2.9, and 2.10.
Write out in exponential form the series given by Eqgs. (2.7.1), (2.7.2), (2.8.1), and (2.9.1).

The amplitude of a harmonic term in an exponential Fourier series is ¢, = 3 V. Determine (a) the
amplitude and (b) the rms value of the corresponding sinusoidal function.

The amplitude of a term in an exponential Fourier series is ¢;, = 3 + j4 V. Write out the equation for
the corresponding trigonometric function.

The first two terms in an exponential Fourier series are ¢, = 1 V and ¢; = 2 — j5 V. Write out the
corresponding trigonometric terms.

If the fundamental frequency in the waveform of Problem 2.6 is 1000 Hz, at what rate should it be
sampled in order to compute the spectrum from the samples?

Assuming that harmonics less than 10% of the ac peak amplitude V can be ignored, determine the
number of samples to be taken for the square wave shown in Fig. 2.7.2(a) in order that the waveform
may be analyzed through an fft routine. The periodic time of the waveform is 3 ms.

Repeat Problem 2.40 for the sawtooth waveform of Fig. 2.8.1(a).

The highest-frequency component in a speech signal spectrum is 4 kHz. At what rate should this sig-
nal be sampled in order to compute the spectrum from the samples?

By using an fft computer routine, determine the spectrum for the waveform of Fig. 2.7.2(a). Compare
the results with those obtained in Problem 2.19.

Repeat Problem 2.43 with the square wave set up as an odd function.

By using an fft computer routine, determine the spectrum for a 60-Hz, 3-V peak, half-wave rectified
sine wave. Compare the results with those obtained in Problem 2.21.

A cosine wave has a periodic time of 1 s and a maximum value of 1 V. When this is passed
through an amplifier, horizontal peak clipping is observed. Using the center of a positive peak as the time
zero reference, the clipping extends to 0.1 s and starts again at 0.45 s, repeating in this fashion for every
cycle. Sketch one cycle of the clipped waveform, and use a computer fft routine to find its spectrum.
Use Eqgs. (2.5.1), (2.5.2), and (2.5.3) to find the theoretical spectrum for the waveform in Problem 2.46.
Compare the results in volts with those obtained in Problem 2.46 for the first 6 terms.

Explain what is meant by an energy signal. The voltage spectral density curve for a pulse can be
approximated by a linear rise from 0 to 5 V/Hz over the frequency range from 0 to 5000 Hz, followed
immediately by an exponential fall-off expressed as 5 exp(1 — f/5000) V/Hz for f > 5000 Hz. Sketch
the voltage spectral density curve and the energy spectral density curve, assuming the voltage is
developed across a load of 1 ).

Determine the energy in the pulse described in Problem 2.48.

Using Eq. (2.13.3), plot the voltage spectral density for A = 1V, 7 = 1 ms over the frequency range
—2.2/1 = f= 2.2/t in steps of 0.1/7. State clearly the units on the graph axes.
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2.51.

2.52.

2.53.

2.54.

2.55.

2.56.

2.57.

2.58.

2.59.

2.60.

2.61.
2.62.

2.63.

Electronic Communications

A rectangular pulse has an amplitude of 5 V and a width of 3 ms. Determine the voltage spectral
density at frequencies of (a) 30 Hz, (b) 100 Hz, and (c) 3000 Hz, stating clearly the units used.
Determine the spectrum for a 3-V, 0.5-s rectangular pulse such as shown in Fig. 2.13.1(a), using
a computer fft routine. Compare the results with the theoretical spectrum given by Eq. (2.13.3).
Explain what is meant by a power signal. Give one example each of a deterministic and a nondeter-
ministic power signal.

The power spectral density curve for a nondeterministic signal can be approximated by a linear rise
from O to 3 J over the frequency range from O to 300 Hz, remaining constant at 3 J up to 3000 Hz,
followed by a linear drop-off reaching 0 J again at 8000 Hz. Sketch the power spectral density curve
and determine the average signal power.

A waveform consists of an infinitely long, random sequence of pulses, the pulses being independent
of one another and the waveform having zero dc level. The basic pulse has a voltage spectrum den-
sity the magnitude of which is rectangular in shape, being 2 mV/Hz from 100 to 3000 Hz and zero
outside these limits. Given that the pulse width in the time domain is 6 ms, determine the average
power in the waveform.

Can the pulse shape in the time domain be determined from the information given in Problem 2.55?
Using Eq. (2.17.2), plot the power spectrum density curve for a binary waveform that meets the
conditions stated in the text, over the frequency range 0.1 Hz to 10 kHz. The basic rectangular pulse
has an amplitude of 5 volts and a duration of 3 milliseconds.

Briefly describe the bandwidth requirements for speech and video signals. How many speech chan-
nels, approximately, could be fitted into the bandwidth required for a TV video signal?

Plot the complex sine wave v(t) = Ean cos (2mnf,t) using MATLAB, for m =35 and m = 10.
n=1

1
Leta, = - and f, = 100Hz.

n
The MATLAB function ff#(.) can be used to obtain the Fourier transform of a discrete sequence.
Apply fft(.) on the discrete sequence v(n) obtained from Problem 2.1. (Hint: Let t+=[0:0.01:5])
Consider a sinusoidal signal, e() = 10sin(2000m¢). Plot the entire waveform and one full wave of e(z).

Assume that an arbitrary waveform sequence is available as one row vector, v(n). Obtain and plot 10
replicas of v(n). (Hint: Use the column operator (:) in MATLAB. V, = V * ones(1, 10); Vx = Vx(:);
stem(Vx);)

Generate one wave of the arbitrary waveform shown in Figure P2.63, using MATLAB.

+1

Figure P2.63



Waveform Spectra 81

2.64.
2.65.
2.66.

2.67.

2.68.

Replicate the waveform given above 5 times and plot it.

Using MATLAB, clip the lower half cycle of a sine wave and plot it.

One cycle of a periodic waveform is described by v(x) = sin(x), for 0 < x < w and = —sin(x), for
< x < 2. Plot v(x) using MATLAB. Check whether the waveform has a dc value.

Plot, using MATLAB, a Gaussian pulse train consisting of 10 pulses. (Hint: Use gauspuls(.) function
along with the solution to Problem 2.4.)

Obtain the dc value of the waveform depicted in Problem 2.7. Verify the result using MATLAB.
(Hint: Use mean(.) function.)
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Digital Line Waveforms

3.1 Introduction

Communications systems can be broadly divided into analog and digital systems. In an analog system, the
electrical waveform that carries the information is a replica of the information signal. A good example is the
current or voltage waveform generated by a microphone. The electrical waveform follows the variations in
sound pressure impinging on the microphone and hence can be said to be an analog of the sound pressure
wave. The spectra of analog-type waveforms are the subject of Chapter 2.

In digital systems, by contrast, the electrical waveforms are coded representations of the original infor-
mation. Pressing the letter A on a computer keyboard will generate a signal, usually a series of binary pulses,
that is a code for the letter A. Alternatively, the code could be a single discrete voltage level, but binary pulses
have the advantage of being more easily distinguishable in the presence of noise and interference. Thus, for
a string of letters such as a teletext transmission, a data sequence is generated that is a coded representation
of the information, rather than an analog of the information signal. If the original information is an analog
signal, such as the microphone output mentioned previously, this must be converted to a series of discrete
values that can then be transmitted digitally. The process of converting the original information into a data
sequence is referred to as source coding.

Whatever the original source of information, text, speech, or the like, the most commonly used coding
scheme is binary digital in which the message appears as a binary sequence such as ...00110010.... For trans-
mission purposes, this has to be converted to a continuous electrical waveform; the conversion process is
referred to as modulation. These waveforms are analog representations of the binary data, and hence the fre-
quency analysis methods of the previous chapter are equally applicable here. However, many of the properties
specifically apply to the digital aspects of the transmission, and these will be emphasized in this chapter.

3.2 Symbols, Binits, Bits, and Bauds

The word symbol refers generally to a mark or token that represents something else. The letters of the alphabet
are symbols representing spoken sounds, and numerals are symbols representing quantity. A binary alphabet

82
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has only two symbols, 0 and 1, known as binits (derived from binary digits). A closely related term is
the bit, which is a unit of information (derived from binary unif). The information, in bits, conveyed by the
transmission of a symbol is formally defined as

1
I = log2P7

sym

= —log, PSym (3.2.1)

where PSym is the probability of selecting the symbol from the alphabet of symbols making up the source of
information. To put this on a more practical footing, suppose that a keyboard is capable of generating 128
characters and a key is selected at random. Since each symbol has a probability of 155 of being selected, the
information contained in the symbol is

1
I = —10g2 @

= 7 bits per character (3.2.2)

It will be seen that information, as defined here, has nothing to do with the semantic content of the
message. Suppose now that the characters are coded in binary so each character requires 7 binits. All possible
binit combinations will be used, since 27 = 128. For a random character selection, therefore, the probability
of a binary 1 occurring is equal to that of a 0 occurring, which in turn is equal to 1/2. Thus the information
content of an equiprobable binit is

1
I = —log, 5= 1 bit per binit (3.2.3)

This could also have been deduced from the fact that one character conveys 7 bits of information and is
encoded into 7 binits, and thus the information rate is 1 bit per binit. For this reason, the term bit is
more commonly used as the name for the binary symbol and, unless otherwise stated, this practice will be
followed here.

As shown, a source of M characters can be represented by a binary output of m bits per character where
M = 2™, The converse is also true; the output from a binary source can be combined in groups of bits, each
group being identified by a separate symbol. Thus four symbols would be required to represent bits grouped
in two’s, one for each of 00, 01, 10, and 11. This is referred to as quaternary encoding since four separate
symbols are required. In general, M symbols may be used, and the coding is referred to as M-ary encoding,
where as before

M=2" (3.2.4)
Once the symbols are modulated into a waveform, each symbol occupies a given time termed the
symbol period, denoted here by T . The transmission rate is measured in bauds (named after Emile

Baudot, a French telegraph engineer); 1 baud is defined as one symbol per second. In terms of the symbol
period, the symbol rate is

Roym = 7— (3.2.5)
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In the special but common case of binary transmission, it is more usual to refer to the bit period 7}, and
the bit rate in bits per second (bps) or multiples of this. The bit rate is given by

R, = 1 (3.2.6)
T,

In the process of converting m bits into an M symbol, the relationship between symbol duration and
bit duration is maintained as

Ty = mT), (3.2.7)

Thus it follows that the transmission rates are related by

R (3.2.8)

Because rectangular pulses are commonly used as the analog representation of the symbols, it is important
to realize that the pulse duration (or width) is not necessarily the same as the symbol period. If the pulse width
is 7, then what is necessary is that T = Tiym and that the pulses be equispaced on the time axis by amount Toym-

3.3 Functional Notation for Pulses

The shape of the pulse representing a symbol is a function of time and may be written very generally as p(f).
This is a dimensionless function, and, for example, if a voltage pulse of amplitude A is used, it would be writ-
ten as Ap(?). The rectangular pulse is encountered so frequently in communications theory and practice that
it is given its own symbol:
t
p(t) = rect(T) 3.3.1)

This represents a rectangular pulse of duration T centered at t+ = 0 and normalized amplitude as shown in
Fig. 3.3.1(a) and is a shorthand way of writing

p(1) =0, forr < —%

1, for——=t=2
=1, or —— =1=—
2 2
=0, for% <t (3.3.2)

If the pulse is displaced along the time axis by amount 7, as shown in Fig. 3.3.1(b), it is written as

p(t—T) = rect(¥) (33.3)

It will be seen that, in this case, t = T gives the value of p(0) = 1. Two particular types of rectangular
pulses are met with in practice. In what is referred to as a non-return-to-zero (NRZ) pulse, the pulse width is
equal to the symbol period. In a return-to-zero (RZ) pulse, the pulse width is less than the symbol period and is
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Figure 3.3.1 (a) Rectangular pulses centered at (a) r = 0 and (b) t = T. (c) NRZ pulse, and (d) RZ pulse.

often made equal to one-half the symbol period. The NRZ pulse is shown in Fig. 3.3.1(c) and the RZ pulse in
Fig. 3.3.1(d). Waveforms made up of these basic rectangular pulses are discussed in the following section.

3.4 Line Codes and Waveforms

The line code refers to the way in which symbols are encoded by means of pulses. The simplest way of
encoding would be to have each symbol represented by a NRZ rectangular pulse. This is referred to as level
encoding because the symbol is encoded into the pulse level. The line waveform then consists of a series of

rectangular pulses of duration Tsym, there being M levels for a code with M symbols. Such a line waveform

using rectangular pulses can be expressed in mathematical notation as
o t — kT,
sym
v = D a rect(iy) (3.4.1)
k= —oo sym

The amplitude a;, indicates the amplitude of the kth symbol, which is centered at time kTsym. The fact
that k ranges over % should not be of concern; this simply indicates an indefinitely long sequence of symbols.
The same technique is readily accepted when describing a sinewave by sin wz, where it is implicitly understood
that ¢ ranges over *o. Figure 3.4.1(b) shows a unipolar binary waveform of amplitude 2A for the binary
sequence ...101101001.... The symbol period is equal to the bit period in this case, as shown, and a;, = 0 or 2A.
The reason for using 2A for the pulse amplitude is that it simplifies comparison with binary polar waveforms,
which swing between levels +A and —A, the difference between levels being 2A in each case.

For the rectangular pulse, p(0) = 1, and it follows that if the waveform given by Eq. (3.4.1) is sampled
at time t = KTy the sample value will be

U(KTsym) = dag (34.2)

This is because at t = KTSym and k£ = K the pulse becomes p(KTSym - KTsym) = p(0) = 1, and at any other
value of k not equal to K the pulse is zero, by definition. Recall that the definition of the rectangular pulse



86 Electronic Communications

1 0
24
e te—
Ty Ty

24

e
T, (b)
A ; —
0
N/ t
"_"Tb (©)

Figure 3.4.1 Unipolar NRZ-L code for (a) binary 1 0; (b) part of a random binary stream; (c) the ac waveform.

requires the pulse width to be equal to or less than the symbol period. Thus any one pulse does not overlap
with any other. Sampling is a key factor in digital communications. Unfortunately, in practice, it is virtually
impossible to maintain the rectangular pulse shapes, and the resulting distortion during transmission, plus
the unavoidable noise that is added in, considerably complicates the sampling and detection functions.
Nevertheless, the rectangular pulses are basic to digital communications, and in this chapter some of the
more important properties of their frequency spectra will be examined. The study of the effects of pulse
distortion and noise is deferred until Chapter 12.

Unipolar NRZ-L Line Code

A unipolar NRZ-L waveform for a binary sequence is shown in Fig. 3.4.1(b). As mentioned previously,
unipolar means that pulses of one polarity only are used. These may be positive or negative, but not both.
Although, in principle, for binary waveforms the pulses could change between any two fixed levels, in prac-
tice, one of the levels is set equal to zero. In Fig. 3.4.1, the binary 1 is represented by a rectangular pulse of
amplitude 2A and duration T}, and the binary 0 by a zero level of duration 7). The main attraction of the
unipolar code is its simplicity, but it has a number of drawbacks that make it unsuitable for general use on
the normal telecommunications networks.

For an infinitely long random binary stream, there will be as many 1’s as 0’s on average, assuming
these are equiprobable binits, and it follows therefore that the average or dc level for the waveform is A.
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Figure 3.4.2 Polar NRZ-L code for (a) binary 1 0; (b) part of a random binary stream.

Hence the dc power dissipated in a 1-Q load is A2. Since most telephone lines are ac coupled, this power is
dissipated at the input termination and does not contribute to the received signal. Also, for a 1-Q load, the
average power for a binary 1 is 4A? and zero for a binary 0. Hence the total average power in the waveform,
obtained by averaging over a binary 10 pair is 2A2. This is the total power, and hence the dc power is one-
half of this.

The unipolar NRZ-L waveform can be thought of as an ac waveform superimposed on the dc level, and
the power spectrum for the ac waveform alone can be found using the method of Section 2.13. The ac wave-
form is as shown in Fig. 3.4.2(b), where the basic pulse shape is seen to be rectangular of height A. Applying
the results of Section 2.13 (the mathematical details are omitted here), the magnitude of the voltage spectrum
density is

\V(f)| = AT,|sinc £ T,| (3.4.3)

Applying Eq. (2.17.1), the power spectrum density is

G =— vl
Ty
= T,(A sincfT})> (3.4.4)

This is plotted in Fig. 3.4.3, with the peak value normalized to unity. This spectrum is actually two-sided,
requiring negative as well as positive frequencies, but the negative half is symmetrical with respect to the
positive half and is not shown. Recall too that the spectrum shown here applies only to the ac component of
the waveform, it being understood that a dc component of power exists. It will be seen that the spectrum
peaks at the low-frequency end, indicating that the low-frequency content of the ac waveform is high (this is
quite separate from the dc component). Because of the dc power, which is wasted as heat, and the consider-
able low-frequency content, the unipolar waveform is not suitable for general-purpose communications
links. It is used for very short distance communications, for example, between pieces of digital equipment
or circuits in close proximity to one another.
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Figure 3.4.3 Power spectral density curves for NRZ waveforms: (a) unipolar (ac component only), (b) polar,
(c) Manchester, (d) alternate mark inversion (AMI). The curves have been normalized to unity.

Polar NRZ-Line Code

The polar waveform has both positive and negative pulses as shown in Fig. 3.4.2. We might be tempted to
call this a bipolar waveform, and, in fact, European practice is to do so. However, in North America, the term
bipolar is reserved for a particular form of alternate polarity pulses to be described shortly.

For an infinitely long random binary stream, there will be as many 1’s as 0’s on average, assuming
these are equiprobable binits, and it follows therefore that the average or dc level for the waveform is zero,
compared to A for the unipolar waveform. Also, the total signal power in this case is A% in a 1-Q load com-
pared to 2A? for the unipolar waveform. Thus the polar NRZ waveform requires one-half the power of a
unipolar NRZ waveform for the same swing between levels.

Since both the polar waveform and the ac component of the unipolar waveform swing between *A,
the results for the power spectrum density for the ac component of the unipolar waveform [Eq. (3.4.4)] apply
directly to the polar waveform, as shown in Fig. 3.4.3.

DC Wander

As already seen, ac coupling requires that the output waveform should have a zero mean level. When, there-
fore, the input is a long string of like-polarity pulses, the output level has to adjust to maintain zero mean.
This is illustrated in Fig. 3.4.4(a). The input is a string of negative-going pulses, which in fact may be thought
of as one long negative pulse. AC coupling will pass the initial rising transient, but thereafter the output
signal level will decay. At the end of the string, the output overshoots zero and becomes positive and then
decays to zero. The overshoot occurs to bring the average value to zero, the signal energy in the overshoot
being obtained from storage elements (L and C) in the transmission system.

It will be seen that, in effect, the pulse levels decay and may in fact decay below the threshold level of
the level detector in the receiver. This effect is termed dc wander, because the dc level of the signal shifts to
maintain zero mean at the output. Figure 3.4.4(b) shows how the dc wander affects pulses that follow a long
string of like symbols. DC restorer circuits can be and are used in receivers in some systems, but a better
solution is to modify the waveform to eliminate the low-frequency content. This is discussed shortly.
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Figure 3.4.4 DC wander. (a) A long string of negative input pulses and the corresponding output waveform. (b) Mixed
input, showing shift of dc level at output.

Long strings of like symbols also create a problem in recovering the timing information from the wave-
form. As mentioned previously, the output waveform at the receiver is reconstructed from samples of the
transmitted waveform taken every bit period. The transitions in the waveform are used to synchronize the
sampling clock with the bit rate, and therefore, if the waveform has few transitions over a given period, such
as occur with long strings of 1’s or 0’s, the synchronization may be lost. Again, modifications to the basic
waveform to introduce more transitions is the favored solution, and this can be achieved by using RZ pulses
rather than NRZ pulses. Alternative coding techniques can also be used, as described next.

Manchester Line Code

The Manchester code, shown in Fig. 3.4.5, is a NRZ-L code in which the binits are encoded as transi-
tions between levels. A binary 1 is coded as a transition from +A to —A, and a binary 0 by a transition from
—A to +A. The transitions take place at the midpoint on a pulse so that the dc level is entirely eliminated.
Also, since transitions always occur, timing information derived from these is always available. (Bit-timing
recovery is required in the receiver and is described in Chapter 12.)

The disadvantage of the Manchester code (also known as a split-phase code) is that it requires twice
the bandwidth of the polar NRZ-L code. This can be seen in a simple way. The highest frequency for the
Manchester code occurs when a very long string of like pulses is being transmitted. Under these conditions,
the waveform appears like a square wave of periodic time T, This is shown in Fig. 3.4.5(c). With the polar
waveform, the highest frequency occurs when pulses of alternate polarity are being transmitted, and the peri-
odic time of the resulting square wave is 27, as shown in Fig. 3.4.5(d). Hence the highest frequency
expected in the Manchester code is twice that expected in the polar code.

The power spectrum density for the Manchester code is found as follows. The magnitude of the voltage
spectrum density for the basic pulse shape of Fig. 3.4.5 (obtained by taking the Fourier transform, the details
of which are omitted here) is

T, wf T,
V(£ = Tpa sinc%sin fz ; (3.4.5)
From the results of Section 2.13, the power spectrum density is
1 2
G = |[vih
b
fT, mf T, \2
- Tb(A sinc Tbsin 5 ”) (3.4.6)
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Figure 3.4.5 Basic pulse shapes used in the Manchester line code: (a) binary 1 and (b) binary 0. (c) The sequence
...1111... in the Manchester code. (d) The sequence ...1010... in the NRZ-L polar code.

This is plotted in Fig. 3.4.3, normalized to unity magnitude, where it will be seen that the power spectrum density
is zero at zero frequency, and the first null occurs at f = 2/T}, compared to f = 1/T}, for the polar waveform.

Alternate Mark Inversion (AMI) Line Code

In the AMI code, binary 0’s are coded as zero voltage, and binary I’s are coded alternately +A and —A
(Fig. 3.4.6), which gives rise to the name alternate mark inversion (AMI) code. The code is also known as a
bipolar code. As already mentioned, the word bipolar is used in a restricted sense, because, strictly speaking,
the polar waveform is also bipolar. Alternating the binary 1 symbol between positive and negative voltages of
equal magnitude means that the dc level remains at zero even where long strings of binary 1’s occur; that is,
the dc wander problem is eliminated. The code is relatively easy to implement and is widely used for digital
communications. However, it is less efficient, in a coding sense, than the other forms of coding described
because it requires three voltage levels to encode the two binary symbols, rather than just two levels. Because
it uses three levels to encode two symbols, it is also known as a pseudoternary code.

Because the coding symbols are not independent of one another, the power spectrum density is more
difficult to derive; but the results of spectrum analysis yield the following expression for the power spectrum
density:

G(f) = Ty(A sinc fT,, sin mfT})> (3.4.7)

Figure 3.4.6 Alternate mark inversion (AMI) sequence.
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This is seen to be similar to that for the Manchester code, but with the nulls occurring at 1/7), rather than
2/T,,. The power spectrum density for the AMI code is plotted in Fig. 3.4.3, where it is seen that the spec-
trum width is half that of the Manchester code. Like the Manchester code, the AMI code does not lose timing
information where long strings of 1’s occur. However, timing information may be lost where long strings of
0’s occur. To combat this, a special class of codes based on the AMI code has been devised, known as high-
density bipolar codes.

High-density Bipolar (HDBn) Line Codes

High-density bipolar codes are so called because they contain a higher density of marks (binary 1’s) than the
normal bipolar (AMI) code. More specifically, a HDB#n code is one in which sequences of more than n zeros
are encoded as special sequences that can be identified according to certain rules. To illustrate these, S will be
used to indicate a Space (encoding for binary 0), P a positive pulse (encoding for a binary 1), and N a nega-
tive pulse (also encoding for a binary 1). The most popular is the HDB3 code, in which a 0000 sequence is
encoded by one of the special sequences SSSX, or YSSX. Here, X stands for a mark that violates the AMI
code and Y for a mark that does not violate the AMI code. Thus the SSSX sequence will be either an SSSN
or SSSP, depending on the previous mark. The YSSX will be either a PSSP or NSSN again, depending on the
previous mark.

The SSSX sequence is used for the first occurrence of 0000 and where an odd number of 1’s occurs
between successive 0000 sequences in the original message. The YSSX sequence is used where an even
number of 1’s occurs between successive 0000 sequences in the original message. This is illustrated in the
following tables. In Table 3.4.1, the initial sequence 101 is AMI encoded as PSN. The first 0000 sequence to
be encountered is encoded by SSSN, since this violates the AMI code. An odd number of I’s (one in this
case) occurs between this and the next 0000 sequence, and therefore this second sequence is encoded as
SSSP. It follows that where an odd number of 1’s occurs between substitution sequences the encoding will
alternate between SSSP and SSSN, and hence the dc component is eliminated (or at least attenuated).

The data in Table 3.4.1, along with the corresponding AMI code, are shown in Fig. 3.4.7.

TABLE 34.1
Original message 1 0 1 0 0 0 0 0 1 0 0 0 0 1 1 0
HDB3 P|S|NJ|S]|S|S|N S P S| S|{S|P|N|P]|S

In Table 3.4.2, the original data sequence is similar to that in Table 3.4.1 except that the eighth and
ninth bits are 1, 1 instead of 0, 1. This places an even number of 1’s between the successive 0000 sequences,
and so the second 0000 sequence is encoded as PSSP.

The data in Table 3.4.2, along with the corresponding AMI code, are shown in Fig. 3.4.8.

The equation for the power spectrum for the HDB3 code is difficult to derive, because the encoded bits
are not independent, and on average there will be more marks (P’s and N’s) than spaces (S’s). However, the
curve is similar to that for the normal AMI code, occupying about the same bandwidth. The total average

TABLE 3.4.2

Original message 1 0 1 0 0 0 0 1 1 0 0 0 0 1 1 0

HDB3 P S N S S S N P N P S S P N P S
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Figure 3.4.7 (a) AMI code and (b) the HDB3 code for the data of Table 3.4.1.
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Figure 3.4.8 (a) AMI code and (b) the HDB3 code for the data of Table 3.4.2.

power in the HDB3 waveform is somewhat greater (about 10%) than that for the AMI waveform because of
the increase in the number of mark pulses it contains. This results in a double-peaked spectrum, the peaks
being slightly higher than the single peak for the AMI case.

Differential Encoding

It is possible for a binary signal to be unknowingly inverted during transmission; that is, 1’s are converted to
0’s and 0’s to 1’s. With digitized speech signals this may not matter, but it is a serious matter with data
signals. To overcome this problem, the original data signal is often transmitted by comparing any given bit
with the previous bit. If it is the same, a 0 is transmitted and, if different, a 1 is transmitted. This is known
as differential encoding. A reference bit, which can be 0 or 1, must be transmitted at the beginning of the
message in order for the first message bit to be encoded differentially.
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dy /_i_\ ey
T_ Delay J
€r-1 Tb
Reference Mes}s\age
bit - N
dy 1 1 0 1 0 0 1
Initial
state
e 0 1 0 0 1 1 1
bl /7 bl bl / bl
ep_dy®e,_; 1 0 0 1 1 1 0

Figure 3.4.9 Differential encoding of a binary message.

Figure 3.4.9 shows how differential encoding may be achieved. A modulo 2 adder is shown, the arithmetic
rules for which are

0P0=0
0D1=1
1@0=1
1®1=0

The input binary sequence is denoted by d;, where the subscript k denotes the kth bit. The output sequence
is denoted by e, and the feedback sequence, which is the output sequence delayed by a 1-bit period, is
denoted by ¢;_;.

The initial output state of the modulo 2 adder is 0, and with the reference bit a 1, the output is also a 1,
as shown in Fig. 3.4.9. This establishes the feedback sequence. The first message bit is a 1, and when this
is modulo 2 added to the feedback bit 1, the output becomes a 0. This output bit is also the delayed feed-
back bit, which is modulo 2 added to the next message bit. The next message bit is a 0, and modulo 2 addi-
tion gives an output of 0. The operation continues in this way as shown by the sample sequences in
Fig. 3.4.9.

Decoding the differentially encoded signal is achieved as shown in Fig. 3.4.10. Considering first the
situation, where no phase inversion occurs in transmission, it is assumed that the received logic signal is e;.
The operation of the decoder is similar to that of the encoder, the decoding sequence being illustrated in the
first table in Fig. 3.4.10. It is seen that the output sequence matches the input sequence of the encoder shown
in Fig. 3.4.9; that is, decoding is achieved.

Consider what happens now if an inversion takes place in the transmission. The signal e, is converted
to its complement e, but so also is e, _; converted toe;_, and hence the output of the modulo 2 adder is the
same as that obtained without inversion. This is shown in the second table in Fig. 3.4.10.
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L Delay
T, e
Reference
bit
e 1 0 0 1 1 1 0
Initial \
state
e 0 1 0 0 1 1 1
di-e @, | 1 0 1 0 0 1
e 0 1 1 0 0 0 1
B N S N N N S
€1 1 0 1 1 0 0 0
dy 1 1 0 1 0 0 1

Figure 3.4.10 Decoding of a differentially encoded binary message.

These statements can be proved more formally from the rules of binary arithmetic. The encoder output is
e, =d,De,_, (3.4.8)

At the output of the digital transmission system, the received signal will be either ¢, or its complement e,
if inversion takes place. For the first possibility, the output is

GDe_ 1 =dDe 1 Dep
— d, (3.4.9)

This last statement follows because e, _; @ e, _; = 0. For the second possibility, the output is

Ek@gk—l = dk®gk—l @Ek—1
=d, (3.4.10)

This result makes use of the fact that dk@ e = dk@ Ek_l ) Thus, in either case, the correct output is
obtained.
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3.5 M-ary Encoding

With M-ary encoding the symbol rate is less than the bit rate, as shown by Eq. (3.2.8), repeated here for
reference:

R,
sym "

3.5.1)

m is the number of bits contained in a symbol and M = 2™. As with binary transmission, polar transmission for
M-ary waveforms is more efficient in terms of power when the levels are centered on zero. For a separation of
2A between levels (as used for the binary waveforms), the M-ary waveform requires that

ap =0, X2A, £4A, ..., £(M — 1)A, for M odd
=*A, *£3A, x5A, ..., =(M — 1A for M even (3.5.2)

Figure 3.5.1 shows an example where the binary stream is partitioned into groups of three, thus requiring an
eight-level code.

The advantage of M-ary encoding is that it allows information at a fixed bit rate to be transmitted over
a smaller bandwidth system compared to binary transmission. To illustrate this, consider NRZ-L waveforms.
The highest frequency is encountered when the signal alternates between maximum and minimum levels;
that is, a square wave is generated of period 2T, for the binary transmission and period 2TSym for the M-ary
transmission. Hence the frequency of the square wave, which is the reciprocal of the periodic time, is
fp = R,,/2 for binary transmission and f;, = Rsym/2 for M-ary. But since Ry, = R, /m, it follows that

5,
m

= (3.5.3)

The M-ary system requires 1/m of the bandwidth required for the binary system, or, alternatively, for a
given bandwidth the M-ary system can transmit information at m times the bit rate of the binary system. M-ary

"1 1000 1 1'1 0010 00'1 0 1!'1 1 1:0 1 010 0 1!

74 T

54 +

34 +

54 + I

74 +

Figure 3.5.1 M-ary coding with M = § levels.
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coding suffers from the disadvantage that it requires more power in order to maintain the same peak-to-peak
excursion between adjacent levels, compared to binary. Also, the circuitry required to implement it is more
complex. However, M-ary encoding is used extensively in digital radio systems, and some of these systems will
be examined in later chapters.

3.6 Intersymbol Interference

When a waveform is transmitted over a communications channel, the frequency response of the channel will,
in general, introduce linear distortion. Linear distortion means that the shape of the waveform undergoes a
change, but no new frequency components are generated in the spectrum. However, the linear distortion can
take the form of “ringing,” in which a pulse, for example, may have a “tail” added, as illustrated in Fig. 3.6.1.

The tail is a result of the natural buildup and decay of energy in the inductive and capacitive elements
in the transmission path, rather in the same way that a resonant circuit behaves. The problem this creates with
digital waveform transmission, for example, with a polar binary waveform, is that many of the tails can com-
bine at some later time to produce a polarity inversion in the waveform. If the inversion coincides with the
time that the waveform is sampled to determine if a 0 or 1 is present, a bit error will occur. The interference
caused by the tails is referred to as intersymbol interference (ISI). By keeping the waveform spectrum much
narrower than the frequency bandwidth of the transmission channel, the linear distortion, and hence the ISI,
can be held to negligible levels, but in general this is not an efficient solution to the problem. As shown in
Fig. 3.4.3, the main lobe of the spectrum for a polar NRZ-L waveform occurs at f = 1/T},. Thus decreasing
the waveform spectrum means increasing the bit period, which in turn means that fewer bits per second can
be transmitted.

As an empirical guide, to avoid ISI with rectangular pulses the product of the —3 dB bandwidth and
the pulse time-width should not be less than 0.5. Denoting the product by BT, then BT = 0.5.

In practice, it is not necessary to preserve the shape of the waveform if it can be sampled at suitable
instants and a new waveform generated from the samples. Suitable instants would be at the center of the
pulses making up the waveform, where the pulses are near their maximum amplitudes. Correct synchro-
nization is required to ensure that the pulses are sampled at the optimum times, and this topic is covered in
Chapter 12. It is still necessary, however, to prevent or minimize the intersymbol interference, and this is
achieved through pulse shaping, as described next.

3.7 Pulse Shaping
The shape of a pulse at the output or receiving end of a transmission channel is determined by the spectrum

of the input pulse, the frequency response of the transmitter, the frequency response of the channel, and the
frequency response of the receiver. This is shown diagrammatically in Fig. 3.7.1.

Input Output
pulse pulse

l —>| Transmission channel ﬂumun
—

t

Figure 3.6.1 Linear distortion of a pulse that produces “ringing.”
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Figure 3.7.1 Factors affecting the spectrum of an output pulse.

Denoting the input pulse spectrum by V,(f), the transmit filter by Hy(f), the channel frequency
response by H-(f), and the receive filter by Hg(f), the spectrum of the output pulse is given by

Vo(f) = VOB IHA(HR(f) (3.7.1)

In general there will be a transmission delay, and for present purposes this is included in the channel
response H-(f). To correctly shape the output pulse, its spectrum is shaped by adjustment of H(f) or Hgx(f),
or both. One major advantage of digital systems is that shaping the spectrum in this way has no effect on the
information content of the signal, in contrast to analog systems, in which the message spectrum, and hence the
analog waveshape, is directly affected by the frequency response of the transmission system. The designer also
has control over the input pulse, although this is usually chosen to be rectangular. The frequency response of
the channel is seldom within the control of the designer.

Figure 3.7.2 shows in a general way how pulse shaping can be used to avoid ISI. Three rectangular
pulses representing 010 are shown at the input to the system. The output pulses have tails that overlap, but
the zeros in the tails are arranged to occur at the sampling instants. Pulses that are shaped to eliminate ISI
are known as Nyquist pulses. One particular shape that is widely used is the raised-cosine response, named

o o
— | HADHNH( ) > /\
N ;

Samples and
regenerated
pulses

t

Figure 3.7.2 Pulse shaping to avoid ISI.
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Figure 3.7.3 Raised-cosine spectrum.

after the shape of its spectrum. The spectrum is sketched in Fig. 3.7.3, where A is the peak value of the
pulse in the time domain and Toym is the symbol period, not the pulse width. As will be shown shortly, the
pulse is spread out in time, and therefore a precise pulse width cannot be defined. The frequency spectrum
of the raised cosine pulse can be described mathematically by

Vo(f) = ATsym’ for |f‘ < fl

w(|fl = 1)
= ATsym C0S22(37_fll) forf] < |f‘ < B
=0 for|f| > B (3.7.2)

The frequencies f; and B are determined by a design parameter known as the roll-off factor, denoted
here by the symbol p and by the symbol period. The design equations are

1+
=P (3.73)
2
1 —
f = Tp (3.7.4)
sym

The roll-off factor is a specified parameter that lies between the limits 0 = p = 1. Strictly, the raised cosine
response is a theoretical model, but it is one that can be closely approximated in practice for moderate to
high values of p. It is left as an exercise for the student to show that when p = 0 the raised cosine spectrum
becomes rectangular in shape, and this is usually referred to as the ideal low-pass response. Recalling that
the symbol rate is given by Roym = 1/TSym the equations relating to the raised cosine pulse can be rewritten
in terms of the symbol rate if desired.

The time waveform corresponding to the raised-cosine spectrum is obtained by taking the inverse
Fourier transform of V ( f). The mathematical details will be omitted here, but the result is

t cos pmt/Tsym

Tym 1= 2pt/Toym)’

v(t) = A sinc (3.7.5)

It will be seen that the sinc function, previously encountered in the frequency domain, now enters into
the time domain also. The shape of the pulse is shown in Fig. 3.7.4 for a roll-off factor of 0.25. The pulse
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Figure 3.7.4 Raised-cosine pulse with p = 0.25.

has its maximum at ¢ = 0, and it has periodic zeros at integer multiples of the symbol period, t = kTSym. This
can be seen by rewriting the pulse equation as

cos pwk

v(kTgym) = Asinck - ————
1 — (2pk)

(3.7.6)

The sinc function is equal to zero for integer values of k and is maximum at unity for k = 0. The cosine
term is also unity for k = 0. Therefore, sampling the pulse at k = 0 yields v(0) = A, while sampled at any
other integer value, k yields zero output. This means that a waveform consisting of a sequence of such pulses
will have no ISI. Denoting the basic pulse shape by

cos pmt/ TSym

p(t) = sinc . 2 (3.7.7)
Toym 1= (2pt/Tyyy)
allows the waveform to be written in the form given by Eq. (3.4.1):
v(t) = D apli = KTy (3.7.8)

k= —oco

For example, the resultant binary waveform for the sequence 010 is shown in Fig. 3.7.5. Although the
pulses interfere with one another, by sampling at integer multiples of the bit period, ISI is avoided. In prac-
tice, some mistiming is likely to occur (referred to as timing jitter), which results in sampling at points where
the IST is not zero. However, the timing jitter is kept to a minimum by careful design. With the raised cosine
pulse, the denominator term [1 — (2pk)2] increases rapidly for large values of k, so the tails of the pulse
decrease rapidly, which helps to minimize the ISI.

The raised-cosine response when p = 0 has special significance. For this condition it is seen from
Egs. (3.7.3) and (3.7.4) that B = f| = 1/2Tsym. The spectrum shown in Fig. 3.7.6(a) becomes rectangular, and
it is the narrowest bandwidth spectrum that still avoids ISI. It is referred to as the ideal low-pass spectrum
because the rectangular shape cannot be realized in practice. It does, however, provide a reference against
which system performance can be assessed.
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Figure 3.7.5 Raised-cosine pulses with p = 0.25 for the binary sequence 010.
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Figure 3.7.6 Raised-cosine response for p = 0 and p = 1.

The corresponding pulse in the time domain is obtained from Eq. (3.7.5) as

v(t) = A sinc
sym

= A sinc Rsymt (3.7.9)

This is shown in Fig. 3.7.6. The pulse samples taken at intervals kT, ., = k/R,,, are given by A sine k, which
is equal to A for k = 0 and is zero for all other values of k (recalling that k is integer). The problem with the
ideal response, apart from the fact that it cannot be realized in practice, is that the pulse tails do not decrease
nearly as rapidly as when p > 0, and so the ISI that might occur as a result of timing jitter could be severe.
For the ideal response
1
B=—
2T ym
R
sym (3.7.10)
2
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This shows that the signaling rate in symbols per second is equal to twice the ideal bandwidth. An important
parameter in digital communications is the ratio of bit rate to the spectrum bandwidth. Denoting this ratio by a,
then for the raised-cosine response

_ 2m (3.7.11)
1+p

The units for « are bps/Hz, which in fact is a dimensionless quantity, since hertz are measured in cycles
per second, and both cycles and bits are dimensionless. However, using bps/Hz helps to keep track of the
meaning of the parameter.

For the ideal bandwidth system (p = 0), a« = 2m and thus increasing m makes more efficient use of
available bandwidth in terms of bps/Hz. However, more complex circuitry is needed to implement M-ary
coding. Also, if it is desired to maintain the same separation between levels as in the binary system (a con-
dition required to maintain the same performance against noise), then higher power levels are required for
the M-ary system.

It is seen that the pulses at the receiver do not have well-defined shapes (such as rectangular) and, in
addition, noise is an inescapable part of any communication system, which will further distort the wave-
shape. The result is that the waveform at the receiver will bear very little resemblance to the well-defined
line waveforms described in Section 3.4. The function of the pulse regenerator in the receiver is to regener-
ate a “clean” waveform from the distorted and noisy signal, from which the data can be recovered with as
few errors as possible. This topic is taken up again in Chapter 12.

PROBLEMS

3.1. Briefly discuss the difference between analog and digital signals. A thermostat is set so that it gener-
ates a voltage of 5V at its low setting and a voltage of 10 V at its high setting. Are these signal lev-
els analog or digital or is the situation indeterminate?

3.2. The thermostat in Problem 3.1 generates a continuous voltage proportional to temperature between
its low and high limits. Is this an analog or digital signal?

3.3. Define and explain the terms binit, bit, and baud. Which of these are symbols?

3.4. A discrete source contains 32 symbols, each of which has equal probability of being selected for
transmission. Calculate the information in each symbol. What is the information content in the trans-
mission of two successive symbols?

3.5. In a certain binary transmission system, the probability of a binary 1 being transmitted is 0.6. What
is the probability of a binary 0 being transmitted? What is the information content in each binit?

3.6. The transmission rate in a binary system is 3000 binits per second. What is the rate in bauds? Given
that the rate is also equal to 3000 bps, what condition is implied by this statement?

3.7. For the source alphabet of Problem 3.4, determine the number of binits required to encode each sym-
bol into a binary code. Given that the binary code is transmitted at the rate of 1000 bps, what is the
source-symbol transmission rate?
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3.14.

3.15.
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3.17.
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3.19.

3.20.

3.21.

3.22.
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The binary code in Problem 3.7 is recoded into a quaternary code. Determine the code-symbol
transmission rate.

A rectangular pulse has an amplitude of 5 V and a width of 3 ms. Express this in the notation of
Section 3.3 for (a) a pulse centered on the zero time reference, (b) a pulse delayed by 7 ms from the zero
time reference, and (c) a pulse advanced by 2 ms from the zero time reference. Sketch all three pulses.

A rectangular pulse of width T and amplitude A starts at t = 0. Write the expression for the pulse in
the notation of Section 3.3 and sketch the pulse.

A pulse shape can be described by p(f) = sin wz for 0 = ¢ = 1 s and zero for all other values of t.
(a) Sketch the pulse. Write the expressions for similar pulses and sketch these for (b) a time delay of
0.5 s, and (c¢) a time advance of 0.5 s.

Explain what is meant by (a) return-to-zero (RZ) and (b) not-return-to-zero (NRZ) pulses. Discuss
briefly the reasons why both types are used in practice. Information bits of period T}, are encoded in
rectangular pulses of both types. Denoting the pulse width by 7, express the bits in the notation of
Section 3.3 when the bit period is centered about + = 0 and the pulse width for the RZ pulse is one-
half the bit period.

For a unipolar binary signal, the a; terms of Eq. (3.4.1) for k = =3, =2, —1,0, 1 are 0, 1, 1, 0, 1.
Write out the corresponding terms of Eq. (3.4.1) for a bit period of 1 s, showing the time range for
each term.

A finite binary message 11100 is transmitted as a unipolar NRZ-L waveform using a rectangular
pulse of height 5 V for binary I’s. Calculate the energy dissipated in a 1-€2, load resistor when the
waveform is developed across this, the pulse width being 2 ms.

Explain why sinc x = 1 for x = 0, and sinc x = 0 forx = £1, £2,...
Given that sinc x = 0.2, determine the value of x.
Plot the function sinc x for x in steps of 0.1 over the range —3 = x = 3.

For a unipolar NRZ-L waveform using rectangular pulses of height 2A volts, the dc component of
power is A? for a load resistance of 1 Q. State the conditions that apply to the waveform for this rela-
tionship to hold. The power density spectrum for such an NRZ-L waveform is given by Eq. (3.4.4).
Derive the expression for power spectrum density at zero frequency. What is the distinction between
this and the dc component of power?

A unipolar binary waveform has the spectrum density function given by Eq. (3.4.4). Given that the
basic pulse for the waveform has a magnitude of 5 V and a width of 2 s, calculate the double-sided
spectrum density at a frequency of 425 kHz, stating clearly the units for this. What would be the one-
sided spectrum density at this frequency?

Assuming that the curve given by Eq. (3.4.3) can be approximated as flat at its peak value for a fre-
quency range of =5%/T) about zero, calculate the power (for a 1 Q load) in this range centered at
zero frequency. The pulse amplitude is 1 V and width is 5 ps.

What is the main advantage of the polar NRZ-L waveform compared to the unipolar version? A dig-
ital signal consisting of an infinitely long stream of random and equiprobable binary symbols is
encoded as a polar NRZ-L waveform. The pulses are rectangular of amplitude 1 V and width 3 ms.
Assuming the waveform is developed across a 1-Q resistor, calculate (a) the dc power, (b) the aver-
age signal power, and (c) the power spectrum density at zero frequency.

A finite binary sequence 10101110 is encoded as a polar NRZ-L using rectangular pulses of height

3V and width 5 ws. Sketch the waveform and determine the waveform energy, assuming a 1-Q load
resistance.
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3.33.

3.34.

3.35.

3.36.

3.37.

3.38.

3.39.

3.40.

Given that the average signal power in an infinitely long, random, polar NRZ-L waveform is A2,
where A is the pulse height, and using Eq. (3.4.4), deduce the value of the area under the (sinc f Tb)2
curve from f = —® to f = .

Explain what is meant by dc wander, and why this is to be avoided in a digital transmission system.

State the main advantages and main disadvantages of the Manchester code. A finite binary sequence
111000 is to be transmitted using the Manchester code. Sketch the waveform, and calculate the
energy in the waveform assuming a 1-CQ load resistance and rectangular pulses of 1 V.

Calculate the power spectrum density for an infinitely long random binary sequence encoded as a
Manchester waveform at the following frequencies: (a) zero, and (b) 0.5/T}, 1/T;, and 2/T),. The pulse
height is 5 V and the bit period is 1 ms.

Explain what is meant by an alternate mark inversion (AMI) code and why this is also referred to as
a pseudoternary code. Sketch the AMI waveform for the binary sequence 11010011.

A digital message consists of an infinitely long random sequence of equiprobable binits, which is
encoded as an AMI waveform. What is the probability of a mark being encoded as a negative pulse?
What is the average signal power in such a waveform? What is the power spectrum density at zero
frequency? A pulse height of A volts and a load resistor of 1 Q may be assumed.

A binary sequence 111000111 is to be transmitted on a digital link. Compare the average energies
for the following waveforms: (a) polar NRZ-L, (b) Manchester, and (c) AMI. The same pulse width
and peak value are used in all cases.

Give the reason for the use of high-density bipolar codes, and show that these are a development of
the AMI code. A binary sequence 100000011 is encoded as an HDB3 code. Sketch the resulting
waveform.

The binary sequence 101000000001110010 is to be encoded in the HDB3 code. Sketch the resulting
waveform.

The binary sequence 10000011111000011001 is to be encoded in the HDB3 code. Sketch the result-
ing waveform.

Draw and compare the waveform for the binary sequence 10100010000110000 encoded in (a) AMI
and (b) HDB3 line codes.

The binary sequence shown in Problem 3.33 is differentially encoded. Given that a reference 1 bit is
inserted ahead of the sequence, write out the differentially encoded sequence.

A binary stream is being generated at the rate of 64 kbps and is to be encoded into a quaternary (four-
level) code in real time. Calculate the symbol rate for the quaternary code.

A polar M-ary code has eight levels, the spacing between levels being 1 V. Write down the permissi-
ble voltage levels for the code.

A polar M-ary code has five levels, the spacing between levels being 1 V. Write down the permissi-
ble voltage levels for the code.

A binary stream 1110110001010001 is partitioned in groups of two and encoded in quaternary code.
Sketch the resulting waveform.

Explain what is meant by intersymbol interference. A rectangular pulse of width 1 ms is transmitted
through a channel that can be modeled as an RC low-pass filter with a time constant of 1 ws. At the
receiver the pulses are sampled at their midpoint. Is ISI likely to be significant?

A rectangular pulse of width 1 ws is transmitted through a channel that can be modeled as an RC low-
pass filter with a time constant of 1 ws. At the receiver the pulses are sampled at their midpoint. Is
ISI likely to be significant?
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Discuss briefly the factors that affect the shape of the output pulse in a digital transmission system.

Explain what is meant by the raised-cosine response. A transmission system has rectangular input
pulses of width 5 ms, and the output response is shaped to be a raised-cosine curve with a roll-off
factor of 0.5. Determine the cutoff bandwidth of the raised-cosine response. Determine also the
frequency at which the raised-cosine section of the curve starts.

A transmission system has rectangular input pulses, and the output response is shaped to be a raised-
cosine curve with a roll-off factor of 0.5. The transmission rate is 3000 bps. Determine the cutoff
bandwidth of the raised-cosine response. Determine also the frequency at which the raised-cosine
section of the curve starts.

A transmission system has a raised-cosine output for a rectangular input pulse of width 2 ms and a
pulse amplitude of 1 V. Plot the raised-cosine response for roll-off factors of (a) 1, (b) 0.5, and (c) 0.

For the raised-cosine responses specified in Problem 3.44, plot the corresponding pulses in the time
domain.

Show that for the raised-cosine response T, = 1/(B + f) and p = (B — f)/(B + f}).

A rectangular pulse is transmitted through a channel that has a raised-cosine output, the frequency
parameters for which are f; = 350 kHz and B = 650 kHz. The peak value of the output pulse in the
time domain is 1 V. Plot the output pulse as a function of time up to the third null.

The binary sequence 111 is coded as a rectangular pulse sequence +A, —A, +A and transmitted
through a channel having a raised-cosine response. Plot the output waveform as a function of #7},
given that the roll-off factor is 0.6.

Develop a MATLAB program to generate a random binary sequence.

Generate and plot the sinc(x) function using MATLAB.

Generate and plot a train of ten sinc(x) pulses.

Using dibits, encode and plot the waveform for the binary sequence “000110111000111101”".
Plot the binary sequence “000110110111” when applied to a QPSK modulator.

Plot the binary sequence “01010101001000” when applied to an AMI encoder.

Plot the binary sequence “001100011111110” when applied to a 8-ary QAM.

Explore the following MATLAB functions to generate waveforms: (a) rectpuls (b) saw-tooth
(¢) tripuls and (d) pulstran.

Generate qam using the modulate(.) command in MATLAB.
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Noise

4.1 Introduction

Noise, as commonly understood, is a disturbance one “hears,” but in telecommunications the word noise is
also used as a label for the electrical disturbances that give rise to audible noise in a system. These electrical
disturbances also appear as interference in video systems, for example, the white flecks seen on a television
picture when the received signal is weak, referred to as a “noisy picture.”

Noise can arise in a variety of ways. One obvious example is when a faulty connection exists in a piece
of equipment, which, if it is a radio receiver, results in an intermittent or “crackling” type of noise at the out-
put. Such sources of noise can, in principle anyway, be eliminated. Noise also occurs when electrical connec-
tions that carry current are made and broken, as, for example, at the brushes of certain types of motors. Again
in principle, this type of noise can be suppressed at the source.

Natural phenomena that give rise to noise include electric storms, solar flares, and certain belts of radi-
ation that exist in space. Noise arising from these sources may be more difficult to suppress, and often the
only solution is to reposition the receiving antenna to minimize the received noise, while ensuring that recep-
tion of the desired signal is not seriously impaired.

Noise is mainly of concern in receiving systems, where it sets a lower limit on the size of signal that can be
usefully received. Even when precautions are taken to eliminate noise from faulty connections or that arising from
external sources, it is found that certain fundamental sources of noise are present within electronic equipment that
limit the receiver sensitivity. One might think that any signal, however small, could simply be amplified up to any
desired level. Unfortunately, adding amplifiers to a receiving system also adds noise, and the signal-to-noise ratio,
which is the significant quantity, may be degraded by the addition of the amplifiers. Thus the study of the funda-
mental sources of noise within equipment is essential if the effects of the noise are to be minimized.

4.2 Thermal Noise

It is known that the free electrons within an electrical conductor possess kinetic energy as a result of heat
exchange between the conductor and its surroundings. The kinetic energy means that the electrons are in
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motion, and this motion in turn is randomized through collisions with imperfections in the structure of the
conductor. This process occurs in all real conductors and is what gives rise to the conductors’ resistance. As
a result, the electron density throughout the conductor varies randomly, giving rise to a randomly varying
voltage across the ends of the conductor (Fig. 4.2.1). Such a voltage may sometimes be observed in the flick-
erings of a very sensitive voltmeter. Since the noise arises from thermal causes, it is referred to as thermal
noise (and also as Johnson noise, after its discoverer).

The average or mean noise voltage across the conductor is zero, but the root-mean-square value is finite
and can be measured. (It will be recalled that a similar situation occurs for sinusoidal voltage, which has a mean
value of zero and a finite rms value.) It is found that the mean-square value of the noise voltage is proportional
to the resistance of the conductor, to its absolute temperature, and to the frequency bandwidth of the device
measuring (or responding to) the noise. The rms voltage is of course the square root of the mean-square value.

Consider a conductor that has resistance R, across which a true rms measuring voltmeter is connected,
and let the voltmeter have an ideal band-pass frequency response of bandwidth B,, as shown in Fig. 4.2.2. The
subscript n signifies noise bandwidth, which for the moment may be assumed to be the same as the bandwidth

Instantaneous
noise voltage

Time

Figure 4.2.1 Thermal noise voltage.

Ideal
R filter
H(f)

Figure 4.2.2 Measurement of thermal noise.
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of the ideal filter. The relationship between noise bandwidth and actual frequency response will be developed
more fully later. The mean-square voltage measured on the meter is found to be

E2 = 4RKTB, 4.2.1)

where E,, = root-mean-square noise voltage, volts
R = resistance of the conductor, ohms
T = conductor temperature, kelvins
B,, = noise bandwidth, hertz
k = Boltzmann’s constant
=138 x 10”2 /K

The equation is given in terms of mean-square voltage rather than root mean square, since this shows the pro-
portionality between the noise power (proportional to E,,) and temperature (proportional to kinetic energy).

The rms noise voltage is given by
= V4RKTB, (4.2.2)

The presence of the mean-square voltage at the terminals of the resistance R suggests that it may be
considered as a generator of electrical noise power. Attractive as the idea may be, thermal noise is not unfor-
tunately a free source of energy. To abstract the noise power, the resistance R would have to be connected to
a resistive load, and in thermal equilibrium the load would supply as much energy to R as it receives.

The fact that the noise power cannot be utilized as a free source of energy does not prevent the power
being calculated. In analogy with any electrical source, the available average power is defined as the maxi-
mum average power the source can deliver. For a generator of emf E volts (rms) and internal resistance R,
the available power is E*/4R. Applying this to Eq. (4.2.1) gives for the available thermal noise power:

P, = kTB, 4.2.3)

— EXAMPLE 4.2.1

Calculate the thermal noise power available from any resistor at room temperature (290 K) for a band-
width of 1 MHz. Calculate also the corresponding noise voltage, given that R = 50 ().

SOLUTION For a 1-MHz bandwidth, the noise power is

= 1.38 X 10”2 x 290 x 10°
=4x10Pw
E2=4%50X 138 X 107> X 290
=810 1
- E, = 0.895 wV

e - “n

The noise power calculated in Example 4.2.1 may seem to be very small, but it may be of the same order
of magnitude as the signal power present. For example, a receiving antenna may typically have an induced
signal emf of 1 wV, which is of the same order as the noise voltage.

The thermal noise properties of a resistor R may be represented by the equivalent voltage generator of
Fig. 4.2.3(a). This is one of the most useful representations of thermal noise and is widely used in determining
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E2 = 4RKTB, I; = 4GKTB,

!
(a) (b)

Figure 4.2.3 Equivalent sources for thermal noise: (a) voltage source and (b) current source.

the noise performance of equipment. It is best to work initially in terms of Ei rather than E,, for reasons that
will become apparent shortly.

Norton’s theorem may be used to find the equivalent current generator and this is shown in Fig. 4.2.3(b).
Here, using conductance G (= 1/R), the rms noise current /,, is given by

I> = 4GKTB, 4.2.4)

It will be recalled that the bandwidth is that of the external circuit, not shown in the source representa-
tions, and this must be examined in more detail. Suppose the resistance is left open circuited; then the
bandwidth ideally would be infinite, and Eq. (4.2.3) suggests that the open-circuit noise voltage would also be
infinite! Two factors prevent this from happening. The first relates to the derivation of the noise energy, which
is based on classical thermodynamics and ignores quantum mechanical effects. The quantum mechanical der-
ivation shows that the energy drops off with increasing frequency, and this therefore sets a fundamental limit to
the noise power available. However, quantum mechanical effects only become important at frequencies well
into the infrared region. The second and more significant practical factor from the circuit point of view is that
all real circuits contain reactance (for example, self-inductance and self-capacitance), which sets a finite limit
on bandwidth. In the case of the open-circuited resistor, the self-capacitance sets a limit on bandwidth, a situa-
tion that is covered in more detail later.

Resistors in Series

Let Ry, represent the total resistance of the series chain, where Rser = R| + Ry + R3 +---; then the noise
voltage of the equivalent series resistance is

E? = 4R, kTB,
= 4(R1 + R2 + R3 + "')kTBn
= EX + Ep + E2q + -+ (4.2.5)

This shows that the total noise voltage squared is obtained by summing the mean-square values. Hence
the noise voltage of the series chain is given by

E, = \/E,%l + B B+ e (4.2.6)

Note that simply adding the individual noise voltages would have given the wrong result.
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Resistors in Parallel

With resistors in parallel it is best to work in terms of conductance. Thus let Gy, represent the parallel
combination where Gpyr = Gy + G2 + G3 + --+; then

2
Iy = 4Gpy KTB),
= 4(G1 + G2 + G3 + "‘)kTBn
=+ D+ Dy + 4.2.7)
Again, it is to be noted that the mean-square values are added to obtain the total mean-square noise
current. Usually, it is more convenient to work in terms of noise voltage rather than current. This is most eas-

ily done by first determining the equivalent parallel resistance from 1/Rp,r = 1/Ry + 1/Ry + 1/R3 + -+ and
using

Ep = 4Ry kTB, 4.2.8)

— EXAMPLE 4.2.2

Two resistors of 20 and 50 k() are at room temperature (290 K). For a bandwidth of 100 kHz, calculate
the thermal noise voltage generated by (a) each resistor, (b) the two resistors in series, and (c) the two
resistors in parallel.
SOLUTION (a) For the 20-kQ resistor
E2 =4 % (20 X 10°) X (4 x 10721 x (100 x 10%)
=32 x 10 12v?
~E, = 5.66 uV

The voltage for the 50-kQ resistor may be found by simple proportion:

1 /50
E, =566 x \|[=—
= 5.66 0

= 8.95 vV
(b) For the series combination, Rge; = 20 + 50 = 70 k(). Hence

1 /70
E, =566 x \/[—
20

= 10.59 pV

(c) For th 1lel binati R —M—1429k9
¢) For the parallel combination, R, 20 1 50 . .

14.29
. E, =5.66 X T =478 pV
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Figure 4.2.4 Power exchange between a reactance and a resistance is P; = P, = 0.

Reactance

Reactances do not generate thermal noise. This follows from the fact that reactance cannot dissipate power.
Consider an inductive or capacitive reactance connected in parallel with a resistor R (Fig. 4.2.4). In ther-
mal equilibrium, equal amounts of power must be exchanged; that is, if the resistor supplies thermal noise
power P to the reactance, the reactance must supply thermal noise power P; = P, to the resistor. But since
the reactance cannot dissipate power, the power P, must be zero, and hence P must also be zero.

The effect of reactance on the noise bandwidth must, however, be taken into account, as shown in the
next section.

Spectral Densities

Thermal noise falls into the category of power signals as described in Section 2.17, and hence it has a spectral
density. As pointed out previously, the bandwidth By, is a property of the external measuring or receiving sys-
tem and is assumed flat so that, from Eq. (4.2.3), the available power spectral density, in watts per hertz, or
joules, is

G,(f) =

Py
Bn
T (4.2.9)

The spectral density for the mean-square voltage is also a useful function. This has units of volts® per
hertz and is given by

ty

2
n

Gy(f) =

>

=

¥

N

RkT (4.2.10)

The spectral densities are flat, that is, independent of frequency, as shown in Fig. 4.2.5, and as a result
thermal noise is sometimes referred to as white noise, in analogy to white light, which has a flat spectrum.
When white noise is passed through a network, the spectral density will be altered by the shape of the net-
work frequency response. The total noise power at the output is found by summing the noise contributions
over the complete frequency range, taking into account the shape of the frequency response.

Consider a power spectral response as shown in Fig. 4.2.6. At frequency fj, the available noise power
for an infinitesimally small bandwidth &f about f} is 8P, = Sp( f1)df. This is so because the bandwidth 8f may
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Figure 4.2.5 Thermal noise spectral densities.
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Figure 4.2.6 Nonuniform noise spectral density.

be assumed flat about £, and the available power is given as the product of spectral density (watts/hertz) X
bandwidth (hertz). The available noise power is therefore seen to be equal to the area of the shaded strip about
f1- Similar arguments can be applied at frequencies f>, f3,..., and the total power, given by the sum of all these
contributions, is equal to the sum of all these small areas, which is the total area under the curve. More for-
mally, this is equal to the integral of the spectral density function over the frequency range f = 0 to f = co.

A similar argument can be applied to mean-square voltage. The spectral density curve in this case has
units of VZ/HZ, and multiplying this by bandwidth &f Hz results in units of V2, so the area under the curve
gives the total mean-square voltage.

Equivalent Noise Bandwidth

Suppose that a resistor R is connected to the input of an LC filter, as shown in Fig. 4.2.7(a). This represents
an input generator of mean-square voltage spectral density 4RkT feeding a network consisting of R and the
LC filter. Let the transfer function of the network including R be H(f), as shown in Fig. 4.2.7(b). The spec-
tral density for the mean-square output voltage is therefore 4RkT |H( f) 2. This follows since H(f) is the ratio
of output to input voltage, and here mean-square values are being considered.




112 Electronic Communications

| H(/) |
I 1
R

—e
LC y2
4RkT filter n

e

(a)
L H(N
(linear scale)
0
0 B ——
Frequency

(linear scale)
(b)

Figure 4.2.7 (a) Filtered noise and (b) the transfer function of the filter including R.

From what was shown previously, the total mean-square output voltage is given by the area under the
output spectral density curve

V= J ARKT |H(p)"df
0
= 4RkT X (area under |H(f)|2 curve) (4.2.11)

Now the total mean-square voltage at the output can be stated as V%l = 4RKTB,,, and equating this with
Eq. (4.2.11) gives, for the equivalent noise bandwidth of the network,

- 2
B, = J |H(f)|“df
0
= (area under |H(f)|2 curve) (4.2.12)
As a simple example consider the circuit of Fig. 4.2.8, which consists of a resistor in parallel with a

capacitor. The capacitor may in fact be the self-capacitance of the resistor, or an external capacitor, for
example, the input capacitance of the voltmeter used to measure the noise voltage across R.
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§R =C C CcC= V,f

4RkKT

Figure 4.2.8 RC network and its transfer function used in determining noise bandwidth.

The transfer function of the RC network is

1

H(f) = ——= (4.2.13)

V1 + (oCR)
The equivalent noise bandwidth of the RC network is found using Eq. (4.2.12) as
B 2
B, = J \H()| df
0
1
(4.2.14)

" 4rC
(Details of the integration are left as an exercise for the reader.) The mean-square output voltage is given by

) 1
V. = ARKT X ——
" 4RC

_ kT
c

(4.2.15)

This is a surprising result. It shows that the mean-square output voltage is independent of R, even though it
originates from R, and it is inversely proportional to C, even though C does not generate noise.

A second example is that of the tuned circuit shown in Fig. 4.2.9. Here the capacitor is assumed
lossless, and the inductor has a series resistance r that generates thermal noise.

I H(f)

\

=C c |2
4rkT

Figure 4.2.9 Tuned circuit and its transfer function used in determining noise bandwidth.
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The transfer function in this case is

(4.2.16)

e = [
Nl = Z

where Z; = r(1 + jyQ) is the impedance of the series tuned circuit as given by Eq. (1.3.10) and X, = 1/joC
is the reactance of C. As before, the equivalent noise bandwidth is found by solving Eq. (4.2.12).

Consider first the situation where the circuit is resonant at f,, and the noise is restricted to a small
bandwidth Af < f; about the resonant frequency The transfer function is then approximated by |H(f)| =
1/woCr = Q, and the area under the |H( f )| curve over a small constant bandwidth &f is Q28f Hence the mean-
square noise voltage is

V2 = 4rkTB,
— 4rQ*kTof
= 4R}, kKTAf 4.2.17)

Here, use is made of the relationship Q2r = Rp developed in Section 1.4. This is an important result, because
the bandwidth is often limited in practice to some small percentage about f. An example will illustrate this.

— EXAMPLE 4.2.3
The parallel tuned circuit at the input of a radio receiver is tuned to resonate at 120 MHz by a capacitance
of 25 pF. The Q-factor of the circuit is 30. The channel bandwidth of the receiver is limited to 10 kHz by
the audio sections. Calculate the effective noise voltage appearing at the input at room temperature.
SOLUTION
Q
R =—
b C
_ 30
N 6 -12
2 X a X 120 X 10° X 25 X 10
= 1.59 kQ)
v, = Vax 159 x 10° x 4 x 107! x 10*
— = 0.5 pv

Where the complete frequency range O to oo has to be taken into account, the integral becomes much
more difficult to solve, and only the result will be given here. This is
1
4RpC

B, = (4.2.18)
where Rp is the dynamic resistance of the tuned circuit.

The noise bandwidth can be expressed as a function of the —3-dB bandwidth of the circuit. From
Eq. (1.3.17), B3 g8 = f,/0Q and from Eq. (1.4.4) Rp = Q/w,C. Combining these expressions along with that
for the noise bandwidth gives

T
By =~ B3ap (4.2.19)
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By postulating that the noise originates from a resistor Rp and is limited by the bandwidth B,,, the
mean-square voltage at the output can be expressed as

> 1
Vi = 4R kT X ——
n b 4R,,C

C (4.2.20)

In the foregoing, to simplify the analysis it was assumed that the Q-factor remained constant, independ-
ent of frequency. This certainly would not be true for the range zero to infinity, but the end result still gives a
good indication of the noise expected in practice.

For most radio receivers the noise is generated at the front end (antenna input) of the receiver, while
the output noise bandwidth is determined by the audio sections of the receiver. The equivalent noise band-
width is equal to the area under the normalized power-gain/frequency curve for the low-frequency sections.
By normalized is meant that the curve is scaled such that the maximum value is equal to unity. Usually this
information is available in the form of a frequency response curve showing output in decibels relative to
maximum and with frequency plotted on a logarithmic scale, as sketched in Fig. 4.2.10(a). Before determin-
ing the area under the curve, the decibel axis must be converted to a linear power-ratio scale and the fre-
quency axis to a linear frequency scale, as shown in Fig. 4.2.10(b). The equivalent noise bandwidth is then
equal to the area under this curve for a single-sideband receiver. Where the receiver is of the double-sideband
type, then the noise bandwidth appears on both sides of the carrier and is effectively doubled. This is shown
in Fig. 4.2.10(c).

Relative Relative response
response power ratio
dB
14-----
0 4

Area under curve
equal to effective
noise bandwidth

Frequency (log scale) Frequency (linear scale)

() (W)

fe
MTT—

oise
bandwidth

RF bandwidth

(c)

Figure 4.2.10 (a) Amplifier frequency response curve. (b) Curve of (a) using linear scales. (c¢) Noise bandwidth of a
double-sideband receiver.
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4.3 Shot Noise

Shot noise is a random fluctuation that accompanies any direct current crossing a potential barrier. The effect
occurs because the carriers (holes and electrons in semiconductors) do not cross the barrier simultaneously, but
rather with a random distribution in the timing for each carrier, which gives rise to a random component of cur-
rent superimposed on the steady current. In the case of bipolar junction transistors, the bias current crossing the
forward biased emitter—base junction carries shot noise. With vacuum tubes the electrons emitted from the cath-
ode have to overcome a potential barrier that exists between cathode and vacuum. The name shoft noise was first
coined in connection with tubes, where the analogy was made between the electrons striking the plate and lead
shot from a gun striking a target.

Although it is always present, shot noise is not normally observed during measurement of direct cur-
rent because it is small compared to the dc value; however, it does contribute significantly to the noise in
amplifier circuits. The idea of shot noise is illustrated in Fig. 4.3.1.

Shot noise is similar to thermal noise in that its spectrum is flat (except in the high microwave frequency
range). The mean-square noise component is proportional to the dc flowing, and for most devices the mean-
square, shot-noise current is given by

1,21 = 214.q.By, amperes2 4.3.1)

where Iy is the direct current in amperes, g, the magnitude of electron charge (=1.6 X 10719C), and B, is
the equivalent noise bandwidth in hertz.
— EXAMPLE 4.3.1

Calculate the shot noise component of current present on a direct current of 1 mA flowing across a
semiconductor junction, given that the effective noise bandwidth is 1 MHz.

SOLUTION
P =2x103x16x10 " x10°
=32 x 10 10 A2
- oI, = 18 nA

4.4 Partition Noise

Partition noise occurs wherever current has to divide between two or more electrodes and results from the
random fluctuations in the division. It would be expected therefore that a diode would be less noisy than a
transistor (other factors being equal) if the third electrode draws current (such as base or gate current). It is
for this reason that the input stage of microwave receivers is often a diode circuit, although, more recently,
gallium arsenide field-effect transistors, which draw zero gate current, have been developed for low-noise
microwave amplification. The spectrum for partition noise is flat.

4.5 Low Frequency or Flicker Noise

Below frequencies of a few kilohertz, a component of noise appears, the spectral density of which increases as
the frequency decreases. This is known as flicker noise (and sometimes as 1/f noise). In vacuum tubes it arises
from slow changes in the oxide structure of oxide-coated cathodes and from the migration of impurity ions



Noise 117

>
Time

Figure 4.3.1 Shot noise.

through the oxide. In semiconductors, flicker noise arises from fluctuations in the carrier densities (holes and
electrons), which in turn give rise to fluctuations in the conductivity of the material. It follows therefore that a
noise voltage will be developed whenever direct current flows through the semiconductor, and the mean-square
voltage will be proportional to the square of the direct current. Interestingly enough, although flicker noise is a
low-frequency effect, it plays an important part in limiting the sensitivity of microwave diode mixers used for
Doppler radar systems. This is because, although the input frequencies to the mixer are in the microwave range,
the Doppler frequency output is in the low (audio-frequency) range, where flicker noise is significant.

4.6 Burst Noise

Another type of low-frequency noise observed in bipolar transistors is known as burst noise, the name aris-
ing because the noise appears as a series of bursts at two or more levels (rather like noisy pulses). When pres-
ent in an audio system, the noise produces popping sounds, and for this reason is also known as “popcorn”
noise. The source of burst noise is not clearly understood at present, but the spectral density is known to
increase as the frequency decreases.

4.7 Avalanche Noise

The reverse-bias characteristics of a diode exhibit a region where the reverse current, normally very small,
increases extremely rapidly with a slight increase in the magnitude of the reverse-bias voltage. This is known
as the avalanche region and comes about because the holes and electrons in the diode’s depletion region gain
sufficient energy from the reverse-bias field to ionize atoms by collision. The ionizing process means that
additional holes and electrons are produced, which in turn contribute to the ionization process, and thus the
descriptive term avalanche.

The collisions that result in the avalanching occur at random, with the result that large noise spikes are
present in the avalanche current. In diodes such as zener diodes, which are used as voltage reference sources,
the avalanche noise is a nuisance to be avoided. However, avalanche noise is put to good use in noise meas-
urements, as described in Section 4.19. The spectral density of avalanche noise is flat.
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4.8 Bipolar Transistor Noise

Bipolar transistors exhibit all the sources of noise discussed previously, that is, thermal, shot, partition, flicker,
and burst noise. The thermal noise is generated by the bulk or extrinsic resistances of the electrodes, but the
only significant component is that generated by the extrinsic base resistance. It should be emphasised at this
point that the small-signal equivalent resistances for the base—emitter and the base—collector junctions do not
generate thermal noise, but they do enter into the noise calculations made using the small-signal equivalent
circuit for the transistor.

The bias currents in the transistor show shot noise and partition noise, and, in addition, the flicker and
burst noise components are usually associated with the base current.

4.9 Field-effect Transistor Noise

In field-effect transistors (both JFETs and MOSFETS), the main source of noise is the thermal noise gener-
ated by the physical resistance of the drain—source channel. Flicker noise also originates in this channel.
Additionally, there will be shot noise associated with the gate leakage current. This will develop a noise com-
ponent of voltage across the signal-source impedance and is only significant where this impedance is very
high (in the megohm range).

4.10 Equivalent Input Noise Generators and Comparison
of BJTs and FETs

An amplifier may be represented by the block schematic of Fig. 4.10.1(a), in which a noisy amplifier is shown
and where the source and load resistances generate thermal noise. The circuit may be redrawn as shown in

Noisy

s amplifier
Gain, G
Bandwidth, B, G

R, 4G, kTB,
I

4RKTB, R

(@)

AR KT B,

Noiseless

Ry amplifier
Gain, G

4R KTB, 29.I5oB, Bandwidth, B,

(b)

Figure 4.10.1 (a) Noisy amplifier and (b) the equivalent input noise generators.
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Fig. 4.10.1(b) in which the amplifier itself is considered to be noiseless, the amplifier noise being
represented by fictitious noise generators V,, = V4R kT B, and I, = \/ZqEIEQBn at the input. Here, B,

is the equivalent noise bandwidth of the amplifier in hertz, T, is room temperature in kelvins, k is Boltzmann’s
constant = 1.38 X 10 J/K,and g, = 1.6 X 10~ Cis the magnitude of the electron charge. These terms
have all been defined previously. What is new here is the fictitious resistance R,, ohms, known as the equiva-
lent input noise resistance of the amplifier, and Igg amperes, the equivalent input shot noise current. Both
these parameters have to be calculated or specified for a transistor under given operating conditions.

The noise generated by the load resistance Ry is generally very small compared to the other sources and
is assumed to be negligible, so this is dropped from the equivalent circuit. The thermal noise generated by the
signal-source resistance R is generally significant and must be taken into account as shown in Fig. 4.10.1(b).

The total noise voltage at the input to the amplifier is found as follows. Referring to the equivalent
circuit of Fig. 4.10.2(a), the noise sources are

V2, = 4RKT,B, (4.10.1)
V2, = 4R,kT,B, (4.10.2)
Iy = 2q 0B, (4.10.3)

As a first step in simplifying this, the emf sources can be combined as shown in Fig. 4.10.2(b). Next, the
Thevenin equivalent circuit can be obtained by combining the current source as an equivalent emf as shown in
Fig. 4.10.2(c). Thus the equivalent noise voltage at the input to the amplifier is

V, = VVE + V2 + (L, Ry)> (4.10.4)

Throughout, it is assumed that all the noise sources are uncorrelated. Correlation actually exists between V,,

and I, ,, but this is only significant at high frequencies, where the analysis must take correlation into account.

Via
O —
R Ry
fia e
V'Z” Vn2u+ V%s
(a) (b)

R

s

V%A+ VV%U + (]Vl(l RA)Z

©

Figure 4.10.2 (a) Equivalent input noise generators; (b) the voltage sources combined; (c) all sources combined.
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A detailed comparison of the performance of BJT and FET amplifiers is too involved to be included
here, but the following general remarks may be made. R, is generally smaller and Igg larger for BJTs com-
pared to FETs. For input signal sources with low resistances, where the noise voltage I,,,R; is small enough to
be neglected, the BJT will produce lower noise because of its smaller value of R,,. Where, however, R; is large
such that the I,,,R, voltage is significant, the FET will produce lower noise than the BJT because of its lower
IEgp. There will be an intermediate range for Ry where, in fact, the thermal noise generated by R; itself domi-
nates, and the type of transistor may have little bearing on the overall noise performance of the amplifier.

4.11 Signal-to-Noise Ratio

In a communications link it is the signal-to-noise ratio, rather than the absolute value of noise, that is impor-
tant. Signal-to-noise ratio is defined as a power ratio, and since at a given point in a circuit power it is pro-
portional to the square of the voltage, then

4.11.1)
—EXAMPLE 4.11.1

The equivalent noise resistance for an amplifier is 300 €, and the equivalent shot noise current is 5 pA.
The amplifier is fed from a 150-Q, 10-wV rms sinusoidal signal source. Calculate the individual noise
voltages at the input and the input signal-to-noise ratio in decibels. The noise bandwidth is 10 MHz.

SOLUTION  Assume room temperature so that k7' = 4 X 10 %' Jand q,=16X 10~ "% C. The shot noise

current is /,, = V2q.IgoB, = 4 nA . The noise voltage developed by this across the source resistance is
L,R; = 0.6 LV.
Note that the shot noise current does not develop a voltage across R,,. The noise voltage generated

by R,is V,, = V4R kT B, = 6.93 wV. The thermal noise voltage from the source is

¥ o n
Vs = VAR KT, B, = 4.9 nV

The total noise voltage at the input to the amplifier is

V. = V49’ + 693 + 6% = 851 pV

The signal-to-noise ratio in decibels is

S 1%
= =20log— = 1.4 dB
N 1%

— n

4.12 S/N Ratio of a Tandem Connection

In an analog telephone system it is usually necessary to insert amplifiers to make up for the loss in the tele-
phone cables, the amplifiers being known as repeaters. As shown in Fig. 4.12.1, if the power loss of a line
section is L, then the amplifier power gain G is chosen so that LG = 1. A long line will be divided into
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Figure 4.12.1 Tandem connection of repeaters.

sections that are near enough identical, and each repeater adds its own noise, so the noise accumulates with
the signal as it travels along the system.

Consider the situation where the input signal power to the first section of the line is Py, and at this point
the input noise may be assumed negligible. After traveling along the first section of line, the signal is atten-
uated by a factor L. At the output of the first repeater the signal power is again Py since the gain G exactly
compensates for the loss L. The noise at the output of the first repeater is shown as P,; and consists of the
noise added by the line section and amplifier, or what is termed the first link in the system.

As the signal progresses along the links, the power output at each repeater remains at P because
LG = 1 for each link. However, the noise powers are additive, and the total noise at the output of the Mth
link is P, = P, + P,p + --- + P, If the links are identical such that each link contributes P, the total
noise power becomes P,y = MP,,. The output signal-to-noise ratio in this case is

N

MP,

N
(S) dB = 10 log

o

S
(N)1 dB — (M) dB (4.12.1)

where (S/N) is the signal-to-noise ratio of any one link, and (M) dB is the number of links expressed as a
power ratio in decibels (that is, in decilogs).

EXAMPLE 4.12.1

Calculate the output signal-to-noise ratio in decibels for three identical links, given that the signal-to-noise
ratio for any one link is 60 dB.

SOLUTION (S/N), = 60 — 10 log3 = 55.23 dB

If the S/N ratio of any one link is much worse than the others, that link will determine the overall S/N
ratio. Suppose for example that the S/N ratio of the first link is much lower than the others; then the (N/S);
ratio will be much greater than the other noise-to-signal ratios. Hence

(N) :Pn1+P112+_‘_
So

) (4.12.2)
1
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— EXAMPLE 4.12.2

Calculate the output signal-to-noise ratio in decibels for three links, the first two of which have S/N ratios
of 60 dB and the third an S/N of 40 dB.

SOLUTION The noise-to-power ratio of the first two links is —60 dB, or a power ratio of 1076, while
that of the third link is —40 dB, or a power ratio of 1074. The overall noise-to-signal ratio is

(S) =10 °%+10°%+107*
N/,

= 10*

L. Thus the output signal-to-noise is approximately 40 dB.

This example shows that the S/N ratio is approximately equal to that of the worst link, and the old say-
ing that “a chain is no stronger than its weakest link” applies here also!

4.13 Noise Factor

Consider a signal source at room temperature 7, = 290 K providing an input to an amplifier. As explained
in Section 4.2, the available noise power from such a source would be P,; = kT,B,,. Let the available signal
power from the source be denoted by Py;; then the available signal-to-noise ratio from the source is

S P
() == (4.13.1)
N/). kT,B,

With the source connected to an amplifier, this represents the available input signal-to-noise ratio and
hence the use of the subscript in. If now the amplifier has an available power gain denoted by G, the available
output signal power would be Py, = GPsj, and if the amplifier was entirely noiseless, the available output
noise power would be Py, = GKT,B,, as shown in Fig. 4.13.1(a). Hence the available output signal-to-noise
ratio would be the same as that at the input since the factor G would cancel for both signal and noise.

However, it is known that all real amplifiers contribute noise, and the available output signal-to-noise
ratio will be less than that at the input. The noise factor F is defined as

_available S/N power ratio at the input (4.13.2)
~ available S/N power ratio at the output

In terms of the symbols, this can be written as

F= Psi % Pno
kT,B,  GP,;
__Pu (4.13.3)
GKT,B,

It follows from this that the available output noise power is given by

Py, = FGKT, B, (4.13.4)
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Figure 4.13.1 Noise factor F.

This is shown in Fig. 4.13.1(b). F' can be interpreted as the factor by which the amplifier increases the output
noise, for, if the amplifier were noiseless, the output noise would be GkT,B,,.

A few comments are in order here regarding the definitions. Available power gain G is used because it
can be defined unambiguously; that is, it does not depend on the load impedance. It may be thought that this
definition requires the input to be matched for maximum power transfer, but this is not so. The available out-
put power depends on the actual input power delivered to the amplifier and hence takes into account any input
mismatch that may be present. It must also be noted that noise factor is defined for the source at room tem-
perature 7' = 290 K.

Noise factor is a measured parameter and will usually be specified for a given amplifier or network (the
definition given applies for any linear network). It is usually specified in decibels, when it is referred to as the
noise figure. Thus

noise figure = (F) dB = 10 log F (4.13.5)

— EXAMPLE 4.13.1

The noise figure of an amplifier is 7 dB. Calculate the output signal-to-noise ratio when the input signal-
to-noise ratio is 35 dB.

SOLUTION From the definition of noise factor it follows that
(S/N), = (S/N),, — (F)dB

=35-7

- = 28 dB
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Figure 4.14.1 Equivalent input noise power source for an amplifier.
4.14 Amplifier Input Noise in Terms of F

Amplifier noise is generated in many components throughout the amplifier, but it proves convenient to
imagine it to originate from some equivalent power source at the input of the amplifier. (This is somewhat
similar to the equivalent input generator approach described in Section 4.10.) From Eq. (4.13.4), the total
available input noise is

=T
S

= FkT,B, (4.14.1)

This is illustrated in Fig. 4.14.1.
The source contributes an available power kT,B,, and hence the amplifier must contribute an amount
P4, where

P, = FKT,B, — kT B,
= (F — DkT,B, (4.14.2)

— EXAMPLE 4.14.1
An amplifier has a noise figure of 13 dB. Calculate the equivalent amplifier input noise for a bandwidth
of 1 MHz.
SOLUTION 13 dB is a power ratio of approximately 20: 1. Hence
P = (20 — D4 x 10 2'10° = 1.44 pW

It will be noted in the example that the noise figure must be converted to a power ratio F to be used in
the calculation.

4.15 Noise Factor of Amplifiers in Cascade

Consider first two amplifiers in cascade as shown in Fig. 4.15.1. The problem is to determine the overall
noise factor F' in terms of the individual noise factors and available power gains.

The available noise power at the output of amplifier 1 is Py, = F1G1kT,B,, and this is available to
amplifier 2. Amplifier 2 has noise (F, — 1)kT,B,, of its own at its input, and hence the total available noise
power at the input of amplifier 2 is

P,n, = F1GkT B, + (F), — DKT,B (4.15.1)

o n
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Figure 4.15.1 Noise factor of two amplifiers in cascade.

Now since the noise of amplifier 2 is represented by its equivalent input source, the amplifier itself can
be regarded as being noiseless and of available power gain G, so the available noise output of amplifier 2 is

Pn02 = GZPniZ
= Go(F,G,kT,B, + (F, — 1)kT,B,) (4.15.2)

The overall available power gain of the two amplifiers in cascade is G = GGy, and let the overall noise
factor be F; then the output noise power can also be expressed as [see Eq. 4.13.4]

P,, = FGKT,B, (4.15.3)

Equating the two expressions for output noise and simplifying yields

F=F + il (4.15.4)
Gy

This equation shows the importance of having a high-gain, low-noise amplifier as the first stage of a cas-
caded system. By making G large, the noise contribution of the second stage can be made negligible, and
F| must also be small so that the noise contribution of the first amplifier is low.

The argument is easily extended for additional amplifiers to give

Fr—1 Fy3—1
F=F + + 4o (4.15.5)
G GG,

This is known as Friis's formula.

There are two particular situations where a low-noise, front-end amplifier is employed to reduce noise.
One of these is in satellite receiving systems and this is discussed more fully in Chapter 19. The other is in
radio receivers used to pick up weak signals, such as short-wave receivers. In most receivers, a stage known
as the mixer stage is employed to change the frequency of the incoming signal, and it is known that mixer
stages have notoriously high noise factors. By inserting an RF amplifier ahead of the mixer, the effect of the
mixer noise can be reduced to negligible levels. This is illustrated in the following example.

EXAMPLE 4.15.1

A mixer stage has a noise figure of 20 dB, and this is preceded by an amplifier that has a noise figure of
9 dB and an available power gain of 15 dB. Calculate the overall noise figure referred to the input.
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SOLUTION It is first necessary to convert all decibel values to the equivalent power ratios:
F, =20dB = 100: 1 power ratio
F, =9dB = 7.94:1 power ratio
G, = 15dB = 31.62: 1 power ratio

Fy—1
G
100 — 1
31.62

F=F +

=794 +

11.07
This is the overall noise factor. The overall noise figure is
(F)dB = 10 log 11.07
- 10.44 dB

4.16 Noise Factor and Equivalent Input Noise Generators

The noise factor is a function of source resistance as wellzas amplifier input noise. Referring once agazin to
Fig. 4.10.2, the total mean-square input noise voltage is V;, while the noise from the source alone is V. In
terms of these quantities, the noise factor is

V2
F=—% (4.16.1)
Vns

Substituting from Eqgs. (4.10.1) through (4.10.3) and simplifying gives

R, . QeIEQ * Ry

F=1+-2
R, 24T,
_ 4+ B TeORs (4.16.2)
R, 2Vy

Here, Vy = kT,/q, = 26 mV is a constant.

The second term is inversely proportional to Ry, and the third term is proportional to R, which means
that there must be an optimum value for R, that minimizes F. This can be found by differentiating Eq. (4.16.2)
and equating to zero. After simplifying, this results in

na
Rs opt —
na

A [2R,V
= n’t (4.16.3)
IEQ

Thus, knowing the input generator parameters allows the optimum value of source resistance to be deter-
mined. An input transformer coupling circuit may be necessary in order to transform the actual source resist-
ance to the optimum value.

~| <
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4.17 Noise Factor of a Lossy Network

When a signal source is matched through a lossy network, such as a connecting cable, the available signal
power at the output of the network is reduced by the insertion loss of the network. The output noise remains
unchanged at k7T,B,, (assuming source and network to be at room temperature), since available noise power is
independent of source resistance. In effect, the network attenuates the source noise, but at the same time adds
noise of its own. The S/N ratio is therefore reduced by the amount that the output power is attenuated.

Denoting the power insertion loss ratio as L, the output S/N ratio will be 1/L times the input S/N ratio,
and, from the definition of noise factor given by Eq. (4.13.2),

available S/N power ratio at the input

N available S/N power ratio at the output
=L (4.17.1)

In Section 1.3 the insertion loss IL was defined in terms of currents. In terms of power, the power inser-
tion loss is L = (IL)2. Alternatively, specifying the insertion loss in decibels, which apply equally to current
and power ratios, also specifies the noise figure in decibels.

EXAMPLE 4.17.1

Calculate the noise factor of an attenuator pad that has an insertion loss of 6 dB.

SOLUTION The insertion loss is 6 dB, and therefore the noise figure is 6 dB. This is equivalent to a
noise factor of 4.

The available power gain of a lossy network is 1/L, and therefore when a lossy network, such as a con-
necting cable, is placed ahead of an amplifier, Friis’s formula gives for the overall noise factor

F,— 1
an
=L+ (F,— 1)L 4.17.2)

F=F, +

The subscript nw refers to the lossy network and a to the amplifier. It will be seen therefore that the loss
L adversely affects the overall noise factor in two ways: by its direct contribution and by increasing the effect
of the amplifier noise.

Alternatively, if the amplifier is placed ahead of the network, the overall noise factor is

g4+ 1 (4.17.3)

In this case, provided the amplifier has high gain, the overall noise factor of the system is essentially that of the
amplifier alone. This situation is met with in satellite receiving systems (see Problem 4.42 and Chapter 19).
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4.18 Noise Temperature

The concept of noise temperature is based on the available noise power equation given in Section 4.2, which
is repeated here for convenience:

P, = kT,B, (4.18.1)

Here, the subscript a has been included to indicate that the noise temperature is associated only with the available
noise power. In general, 7, will not be the same as the physical temperature of the noise source. As an example,
an antenna pointed at deep space will pick up a small amount of cosmic noise. The equivalent noise temperature
of the antenna that represents this noise power may be a few tens of kelvins, well below the physical ambient
temperature of the antenna. If the antenna is pointed directly at the sun, the received noise power increases enor-
mously, and the corresponding equivalent noise temperature is well above the ambient temperature.

When the concept is applied to an amplifier, it relates to the equivalent noise of the amplifier referred
to the input. If the amplifier noise referred to the input is denoted by P,,,, the equivalent noise temperature
of the amplifier referred to the input is

— Pna
kB,

T, (4.18.2)

In Section 4.14, it was shown that the equivalent input power for an amplifier is given in terms of its
noise factor by P,, = (F — 1) kT,B,. Substituting this in Eq. (4.18.2) gives for the equivalent input noise
temperature of the amplifier

T, = (F— DT, (4.18.3)

This shows the proportionality between 7, and F, and knowing one automatically entails knowing the other.
In practice, it will be found that noise temperature is the better measure for low-noise devices, such as the
low-noise amplifiers used in satellite receiving systems, while noise factor is a better measure for the main
receiving system.

Friis’s formula can be expressed in terms of equivalent noise temperatures. Denoting by 7, the overall
noise of the cascaded system referred to the input, and by 7,1, 7,7, and so on, the noise temperatures of the
individual stages, then Friis’s formula is easily rearranged to give

T T
T,=T, +-2+ 2
G GiGy

(4.18.4)

— EXAMPLE 4.18.1

A receiver has a noise figure of 12 dB, and it is fed by a low-noise amplifier that has a gain of 50 dB and
a noise temperature of 90 K. Calculate the noise temperature of the receiver and the overall noise tem-
perature of the receiving system.

SOLUTION 12 dB represents a power ratio of 15.85:1. Hence
T,, = (1585 —1) X 290 = 4306 K

The 50-dB gain represents a power ratio of 10%: 1. Hence
4306
T,=90 + —— = 90K
- 10°
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This example shows the relatively high noise temperature of the receiver, which clearly cannot be its
physical temperature! It also shows how the low-noise amplifier controls the noise temperature of the overall
receiving system. In this example, the cable connecting the low-noise amplifier and the receiver is assumed to
contribute negligible noise. In satellite receiving systems the connecting cable can contribute significantly to
the noise, and this is discussed in Chapter 19.

4.19 Measurement of Noise Temperature and Noise Factor

Noise temperature (and noise factor) can be measured in a number of ways, the method selected depending
largely on the range of values expected. For normal receiving systems, an avalanche diode noise source is
commonly employed, and this method will be described. (Older noise-figure-meters made use of the shot-
noise generated by a vacuum tube diode.)

When operated in the avalanche mode, the diode generates a comparatively large amount of noise and
can be considered as a source of noise power at some equivalent “hot” temperature 7j. With the reverse bias
switched off, the diode reverts to normal noise output and generates noise at some equivalent “cold”
temperature 7. The excess noise ratio ENR is defined as

Ty

ENR (dB) = 10 log (4.19.1)

T

c

The cold temperature is normally taken as room temperature 7, = T,, = 290 K. The ENR for the source
is normally printed on the diode enclosure and is specified by the manufacturer for a range of frequencies.
Knowing the ENR and 7, the hot temperature 7}, can be found.

Now let the diode source be matched to the input of the amplifier under test, and let the (unknown)
equivalent input noise temperature of the amplifier be denoted by 7,. The amplifier output noise is measured
for two conditions, one with the diode in the avalanche mode, denoted by Pj, and one with the reverse bias
switched off, denoted by P.. The two equations for the noise output are

P, = GKT), + T,)B, (4.19.2)
P, = Gk(T, + T,)B, (4.19.3)

c

where G is the power gain of the amplifier under test. The power ratio, termed the Y-factor, is

Py
Y=— (4.19.4)
P,
Solving these three equations for 7, yields
T, — YT,
T,=—"""7—+ 4.19.5
e v — 1 ( )

Note, therefore, that the gain and noise bandwidth do not enter into the final equation; also, a noise power
ratio Y is the measured quantity, which does not require an absolute measure of power.

EXAMPLE 4.19.1

In the measurement of noise temperature, an avalanche diode source is used, the ENR being 14 dB. The
measured Y factor is 9 dB. Calculate the equivalent noise temperature of the amplifier under test.
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SOLUTION The excess noise ratio, as a power ratio, is ENR = 101'42 25.12
The Y factor expressed as a power ratio is ¥ = 10"? = 7.94. From the definition of ENR, the hot temperature
is

T, = T,(ENR + 1) = 290(25.12 + 1) = 7575K

Substituting this in Eq. (4.19.5) gives
7575 — 7.94 X 290

¢ 7.94 — 1
o = 760 K

Knowing the equivalent noise temperature, the noise factor can be found. Alternatively, the equations
can be rearranged to give

F— IR (4.19.6)
— 19.

where ENR and Y are expressed as power ratios (not decibels).

In modern noise-measuring instruments, there is provision for making the measurements over a range
of frequencies, and microprocessor control allows the noise temperature and noise factor to be automatically
calculated and displayed as a function of frequency.

4.20 Narrowband Band-pass Noise

Band-pass filtering of signals arises in many situations, the basic arrangement being shown in Fig. 4.20.1. The fil-
ter has an equivalent noise bandwidth By (see Section 4.2) and a center frequency f,. A narrowband system is one
in which the center frequency is much greater than the bandwidth, which is the situation to be considered here.

The signal source is shown as a voltage generator of internal resistance R,. System noise is referred to
the input as a thermal noise source at a noise temperature 7. The available power spectral density is, from
Eq. (4.2.9),

Gu(f) = kT (4.20.1)

For the ideal band-pass system shown, the spectral density is not altered by transmission through the fil-
ter, but the filter bandwidth determines the available noise power as kT By. So far, this is a result that has
already been encountered in general. An alternative description of the output noise, however, turns out to be
very useful, especially in connection with the modulation systems described in later chapters. The waveforms
of input and output noise voltages are shown in Fig. 4.20.2.

The output waveform has the form of a modulated wave and can be expressed mathematically as

n(t) = Ayt cos(oet + du(f)) (4.20.2)

BPF n(r)

Figure 4.20.1 Noise in a band-pass system.
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Figure 4.20.2 Input and output noise waveforms for a band-pass system.

This represents the noise in terms of a randomly varying voltage envelope A,(7) and a random phase angle
&, (7). These components are readily identified as part of the waveform, as shown in Fig. 4.20.2, but an equiv-
alent although not so apparent expression can be obtained by trigonometric expansion of the output wave-
form as

n(t) = ny(t) cos wt — np(t) sin ot (4.20.3)

Here, ny(¢) is a random noise voltage termed the in-phase component because it multiplies a cosine term used
as a reference phasor, and ngp(?) is a similar random voltage termed the quadrature component because it
multiplies a sine term, which is therefore 90° out of phase, or in quadrature with, the reference phasor. The
reason for using this form of equation is that, when dealing with modulated signals, the output noise voltage
is determined by these two components (this is described in detail in later chapters on modulation). The two
noise voltages ny(?) and np(r) appear to modulate a carrier at frequency f. and are known as the low-pass
equivalent noise voltages. The carrier f, may be chosen anywhere within the passband, but the analysis is
simplified by placing it at the center as shown. This is illustrated in Fig. 4.20.3.

A number of important relationships exist between ny(r) and np(#) and n(?), some of which will
be stated here without proof. All three have similar noise characteristics and ny(f) and ngp(#) are uncorrected.
Of particular importance in later work on modulation is that where the power spectral density of n(¢) is
Gu(f) = kT the power spectral densities for ny(f) and np(¢) are

Gi(f) = Go(f) = 2kT; (4.20.4)

This important result, which is illustrated in Fig. 4.20.3, will be encountered again in relation to modulated
signals.

2kT G = GQ(./)

G(f) = kT

/i

0 w fo=W Je fo+w

Figure 4.20.3 Noise spectral densities.
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PROBLEMS

Assume that g¢ = 1.6 X 107" C,k=138X 102 J/K and room temperature 7, = 290 K applies unless
otherwise stated.

4.1.

4.2

4.3.

44.

4.5.

4.6.
4.7.

4.8.

4.9.

4.10.

4.11.
4.12.

4.13.

4.14.

Explain how thermal noise power varies (a) with temperature and (b) with frequency bandwidth.
Thermal noise from a resistor is measured as 4 X 1017 W for a given bandwidth and at a tempera-
ture of 20°C. What will the noise power be when the temperature is changed to (c) 50°C; (d) 70 K?
Given two resistors Ry = 10 kQ) and R, = 15 k), calculate the thermal noise voltage generated by
(a) Ry, (b) Ry, (c) R; in series with Ry, and (d) R; in parallel with R,. Assume a 20-MHz noise
bandwidth.

Three resistors have values Ry = 10 k{2, Ry = 14 k), and R3 = 24 k(). It is known that the thermal
noise voltage generated by R is 0.3 wV. Calculate the thermal noise voltage generated by (a) the
three resistors connected in series and (b) connected in parallel.

A 50-Q) source is connected to a T-attenuator, the two series resistors [R and R, of Fig. 1.2.2(b)] each
being 100 (), and the central parallel resistor [R3 of Fig. 1.2.2.(b)] being 150 (). Calculate the noise
voltage appearing at the output terminals for a noise bandwidth of 1 MHz.

The noise generated by a 1000-{) resistor can be represented by a 4-nA current source in parallel with
the 1000 (). Determine the equivalent emf source representation.

Explain why inductance and capacitance do not generate noise.

The available noise power spectral density at the input to an LC filter is kT, joules. The filter has a
transfer function that can be approximated by

|H(f)| =1 0=f=15kHz
f
=175 - — 15 < f=35kHz
2 X 10
=0 f > 35kHz

Calculate the available output noise power.

A 100-kQ) resistor at room temperature is placed at the terminals of the filter in Problem 4.7. Assuming
that the resistor does not alter the response curve, calculate the mean-square voltage at the output.
Explain how a capacitance C connected across a resistor R affects the thermal noise appearing at the
terminals. What is the effective noise bandwidth of a 100-pF capacitor connected in parallel with
a 10-kQ resistor?

A 100-kQ resistor is connected in parallel with a 100-pF capacitor. Determine the effective noise
bandwidth and the noise voltage appearing at the terminals of the combination.

Calculate the equivalent noise bandwidth for the filter of Problem 4.7.

A resistor has a self-capacitance of 3 pF. Calculate the mean-square noise voltage at its terminals at
room temperature.

Determine the mean-square noise voltage at the terminals of the resistor in Problem 4.12 if it is
assumed that the self-capacitance is zero. Discuss the validity of this result.

A single tuned circuit has a Q-factor of 70 and is resonant at 3 MHz with a 470 pF tuning capacitor.
Calculate the equivalent noise bandwidth for the circuit.
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4.15.

4.16.

4.17.

4.18.
4.19.
4.20.

4.21.

4.22,

4.23.

4.24.

4.25.

4.26.

4.27.

4.28.

4.29.

4.30.

4.31.
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The tuned circuit of Problem 4.14 is fed from a current source at resonance, the internal resistance of
the source being equal to the dynamic impedance of the circuit. Calculate the equivalent noise band-
width in this case.

A signal source having an internal resistance of 50 () is connected to a tap on the inductor of a tuned
circuit, the tapping point being one-quarter up from the ground connection. The undamped Q-factor
of the circuit is 75, and the tuning capacitance is 900 pF for resonance at 500 kHz. Calculate the
equivalent noise bandwidth of the system, assuming that the tapping ratio can be treated as an ideal
transformer coupling.

Write brief notes on the sources of noise, other than thermal, that arise in electronic equipment.
Describe how the power spectral density varies with frequency in each case.

Calculate the shot noise current present on a direct current of 13 mA for a noise bandwidth of 7 MHz.
Calculate the mean-square spectral density of shot noise current accompanying a direct current of 5 mA.
An amplifier has an equivalent noise resistance of 300 ) and an equivalent shot-noise current of
200 pA. Tt is fed from a signal source that has an internal resistance of 50 ). Calculate the total noise
voltage at the amplifier input for a noise bandwidth of 1 MHz.

Repeat Problem 4.20 for a source resistance of 600 ().

A signal source has an emf of 3 WV and an internal resistance of 450 (). It is connected to an ampli-
fier that has an equivalent noise resistance of 250 () and an equivalent shot noise current of 300 wA.
Calculate the S/N ratio in decibels at the input. The equivalent noise bandwidth is 10 kHz.

An emf source of 1 pV rms has an internal resistance of 600 (). Calculate the S/N ratio at its
terminals. Calculate the new S/N ratio at the terminals when the source is connected to a 600-( load.
A telephone transmission system has three identical links, each having an S/N ratio of 50 dB. Calculate
the output S/N ratio of the system. One of the links develops a fault that reduces its S/N ratio to 47 dB.
Calculate the output S/N under these circumstances.

Three telephone circuits, each having an S/N ratio of 44 dB, are connected in tandem. Determine the
overall S/N ratio. A fourth circuit is now added that has an S/N ratio of 34 dB. Determine the new
overall value.

Define noise factor in terms of input and output signal-to-noise ratios of a network. The noise factor
of an amplifier is given as 5: 1. If the input S/N is 50 dB, calculate the output S/N ratio in decibels.

The noise factor of a radio receiver is 15: 1. Calculate its noise figure. Determine the output S/N ratio
when the input S/N ratio to the receiver is 35 dB.

The noise figure of an amplifier is 11 dB. Determine the fraction of the total available noise power
contributed by the amplifier, referred to the input.

The available output noise power from an amplifier is 100 nW, the available power gain of the amplifier
is 50 dB, and the equivalent noise bandwidth is 30 MHz. Calculate the noise figure.

The noise figure of an amplifier is 7 dB. Calculate the equivalent amplifier noise referred to the input
for a bandwidth of 500 MHz.

Three amplifiers 1, 2, and 3 have the following characteristics:

F1 =9dB, G| =48 dB
F, = 6dB, G, =35dB
F3 =4dB, G3; =20dB

The amplifiers are connected in tandem. Determine which combination gives the lowest noise factor
referred to the input.
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An amplifier has an equivalent noise resistance of 350 Q and an equivalent shot noise current of 400 pA.
It is fed from a 1000-() source. Calculate the noise factor.

Calculate the optimum source resistance for the amplifier in Problem 4.32.

A source has an internal resistance of 50 () and is to be coupled into an amplifier input for which the
equivalent noise generators are R, = 500 () and Igp = 300 wA. Calculate the turns ratio of the input
transformer required to minimize the noise factor, assuming that impedance is transformed according
to the square of the turns ratio.

A signal source is connected to an amplifier through a cable that is matched, but that introduces a loss
of 2.3 dB. What is the noise factor of the cable?

An attenuator has an insertion loss IL = 0.24. Determine its noise figure.
An amplifier has a noise figure of 7 dB. Calculate its equivalent noise temperature.
A cable has an insertion loss of 2 dB. Determine its equivalent noise temperature referred to the input.

A cable that has a power loss of 3 dB is connected to the input of an amplifier, which has a noise tem-
perature of 200 K. Calculate the overall noise temperature referred to the cable input.

A mixer circuit has a noise figure of 12 dB. It is preceded by an amplifier that has an equivalent noise
temperature of 200 K and a power gain of 30 dB. Calculate the equivalent noise temperature of the
combination referred to the amplifier input.

An amplifier has a gain of 12 dB and a noise temperature of 120 K. The amplifier may be connected
into a receiving system at either end of the cable feeding the main receiver from the antenna. The cable
has an insertion loss of 12 dB. Determine which connection gives the lowest overall noise figure. The
noise characteristics of the main receiver may be ignored.

A satellite receiving system consists of a low noise amplifier (LNA) that has a gain of 47 dB and
a noise temperature of 120 K, a cable with a loss of 6.5 dB, and a main receiver with a noise factor
of 9 dB. Calculate the equivalent noise temperature of the overall system referred to the input for the
following system connections: (a) the LNA at the input, followed by the cable connecting to the main
receiver; (b) the input direct to the cable, which then connects to the LNA, which in turn is connected
directly to the main receiver.

Using the information given in the text, derive Eq. (4.18.4). Two amplifiers are connected in cascade.
The first amplifier has a noise temperature of 120 K and a power gain of 15 dB; the second, a noise
temperature of 300 K. Calculate the overall noise temperature of the cascaded connection referred to
the input.

The ENR for an avalanche diode is 13 dB. Given that the cold temperature is equal to room temper-
ature (= 290 K), determine the hot temperature of the source.

In a noise measurement using an avalanche diode, the ENR was 14.3 dB. The noise power output
with the diode on was 45 dBm, and with the diode off, 36 dBm. Calculate the noise temperature of
the device under test.

Derive Eq. (4.19.6) of the text. In the measurement of noise factor, the ENR = 13.7 dB and Y = 7 dB.
Calculate the noise figure and the equivalent noise temperature of the device under test.

Explore MATLAB functions for generating random sequences. (Hint: rand(.), and randn(.) functions.)

Plot the thermal noise voltage generated by a 10k() resistor, when the temperature is varied from 0K
to 300K. Let the bandwidth of interest be 10MHz. Use MATLAB/Mathematica.
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4.49. Explore the MATLAB functions to compute the power spectral density (PSD) of a noise signal.

4.50. Write a MATLAB program to simulate the rolling of a fair die. (Hint: Use randperm(6).)

4.51. Generate a random noise vector containing 20 elements, with zero mean and variance 4. (Hint: Use
randn(1,20)*2)

4.52. Show that mean(randn(1, x)) — 0 as x — oo.
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Tuned Small-signal
Amplifiers, Mixers,
and Active Filters

5.1 Introduction

In this chapter, transistors are modeled using the hybrid-m small-signal equivalent circuit. This has the
advantage that the same model, and hence the same methods of analysis, can be used for BJTs and FETs. Of
importance is the ability to be able to set up the circuit equations from the equivalent circuit, and a number
of examples are used to illustrate how this is done. Equally important is the ability to be able to interpret the
equations, to see how various components are likely to influence the circuit performance.

Solving the equations is another matter, and the methods illustrated range from using approximate
methods to get a “feel” for circuit performance, to “exact” solutions that really require the use of a personal
computer or a good programmable calculator to implement. An effort has been made to steer clear of any
one particular program, but Mathcad has been found to be very well suited to these applications and is avail-
able in a student’s edition.

Likewise, those students who have access to PSpice or Microcap may wish to use these to verify some
of the example solutions given. Although computer simulation is not emphasized in the chapter, Microcap in
particular is recommended as it utilizes on-screen capture of the circuit and provides excellent graphics out-
put. A few examples of Microcap results are presented in the chapter.

5.2 The Hybrid-=w Equivalent Circuit for the BJT

The hybrid-m equivalent circuit gets its name from the fact that the circuit configuration is m shaped, and the
units are a mixture, or hybrid, containing a voltage-dependent current generator. A simplified version of the

136
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Figure 5.2.1 Simplified hybrid-m equivalent circuit for a BJT.

hybrid-m equivalent circuit for the bipolar junction transistor is shown in Fig. 5.2.1. The terminals marked
B, E, and C are the external base, emitter, and collector terminals, available to the user. Terminal B’ is inter-
nal to the transistor and is shown because the extrinsic base resistance rp’p, must be taken into account in
some situations at high frequencies.

The simplified circuit contains those elements that have most effect on the high-frequency response:
the transconductance g,,; the output resistance r.; the input resistance rp',; the collector output capacitance
C,; the collector-to-base capacitance Cp'; the base-to-emitter capacitance Cp',; and the extrinsic base resist-
ance rp'p. In detail these are:

Transconductance: The transconductance is a function of collector current, given by

_Ic (5.2.1)
8m = v

where V= 26 mV at room temperature. Thus the transconductance can be obtained immediately from
a knowledge of the collector bias current /.

Output resistance: The output resistance is also a function of collector current and is given by

_Va (5.2.2)

-
C
Ic

Here, V4 is known as the early voltage, a specified parameter for the transistor. Often, r.. is sufficiently
large to have little effect on the circuit and can be ignored.

Input resistance: This is directly dependent on the g, and is given by

_Bo (5.2.3)

Tp'e
8m

Here, 3, is the low-frequency, short-circuit current gain, a specified parameter for the transistor.

Collector output capacitance C.: In integrated circuits this is the depletion capacitance of the reverse-
biased collector-to-substrate isolation junction. The value is a function of the reverse voltage. The value
is normally small compared to other circuit capacitances and is usually specified for given operating
conditions. In discrete devices it will include any stray capacitance from the collector circuit to ground.

Collector-to-base capacitance C.p: This is the depletion capacitance of the reverse-biased collector-
to-base junction. It is a function of the reverse voltage and is usually specified for given operating con-
ditions. Although the value is normally small compared to other circuit capacitances, its effect can be
magnified in a manner to be described shortly (see Miller effect).
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Base-to-emitter capacitance Cp',: This is the capacitance of the forward-biased base—emitter junction.
It consists of two components, Cgep; + Cgift- The depletion capacitance Cqep is a function of the
forward bias on the junction and may be specified or estimated for given operating conditions. The dif-
fusion capacitance Cgjsr is a function of the transconductance and is

Caift = Tr&m (5.2.4)

where T is the forward transit time for minority carrier movement through the base, a specified param-
eter for the transistor.

Extrinsic base resistance ryp: This is the resistance of the bulk base material, which effectively comes
between the external terminal and the active part of the base—emitter junction. In many devices it may
be considered negligible, and in others its value can be as high as 100 ) typically.

It will be seen therefore, that to obtain a reasonable picture of the operation of a BJT at high frequencies
a number of parameters must be specified, these in summary being I¢, B, Va, Ce, Cep's Cdepis To'p> and T

Exercise 5.2.1 Draw the hybrid-m equivalent circuit and show the values for a BJT for which
Ic = 1mA, B, = 200, V4 = 600V, C. = 0.6 pF, C¢y = 0.6 pF, Cyep, = 5 pF, 1 = 30 ), and 7 = 500 ps.
(Ans. g, = 38.5 mS; r. = 60 kQ; rpr, = 5200 Q; Cpr, = 24.2 pF.)

The characteristics of discrete transistors are sometimes specified in terms of hybrid, or h-parameters.
The term hybrid in this instance arises because these parameters are a mixture (or hybrid) of conductance
and resistance. Table 5.2.1 shows the relationship between the h-parameters and the hybrid-m model:

TABLE 5.2.1
h-Parameter Hybrid-m Model
hie Tp'e
hfe Bo
Noe 1/r,
helhie 8m

5.3 Short-circuit Current Gain for the BJT

The short-circuit current gain is a useful measure of how a transistor behaves with frequency. Referring to
Fig. 5.3.1, which shows the transistor connected in the common-emitter configuration, the input or base cur-
rent is given by

: 1 .
i = vite| + jo(Cpe + Cpre) (5.3.1)
e

Because the collector-to-emitter is short-circuited, the output resistance and capacitance of the equiv-
alent circuit have no effect and these are not shown. The collector current, ignoring the small current that
flows through C,p’ is given by

ic = &mVb'e (5.3.2)
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Figure 5.3.1 Circuit for determining the short-circuit current gain.

Hence the short-circuit current gain is

Ajse = %
= Sm (5.3.3)
e + jo(C,,, + Cpe)
The magnitude of this is
A | = - Em (5.3.4)
5+ 0(Cp + Cpo)’
I'p'e
Multiplying through by r%re and recalling that r;, = B,/g,, allows the gain to be written as
Ay Bo (5.3.5)

V1 + 200X (Che + Cpo)d)

This is plotted in Fig. 5.3.2, and from the curve, two important parameters can be identified. These are the
—3-dB frequency wg and the unity-gain (0 dB) transition frequency wr.

The —3-dB Frequency

The —3-dB frequency is the frequency at which the gain magnitude drops by 3 dB from its maximum value.
Denoting the —3-dB frequency by wg, then

Bo _ Po (5.3.6)
V2 VA 4 B0 Che + Cro?)
from which
1
" e(Che + Cho)
gm (5.3.7)

" Bo(Crre + Cpre)
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Y

—
Frequency (log scale)

Figure 5.3.2 Short-circuit current gain as a function of frequency.

This shows the dependence of the —3-dB frequency on the transistor parameters. It must be kept in mind
that this is for the transistor under short-circuit output conditions, but, even so, it gives a useful measure of
how an amplifier using the transistor will behave at high frequencies.

Unity Gain Transition Frequency

This is the frequency at which the gain magnitude equals unity, or O dB. Again, making use of the gain mag-
nitude equation gives

| = Po (5.3.8)
V(1 + Bw(Cye + Cro)?)

Now, since Bg > 1, Eq. (5.3.8) is easily solved to give, to a very close approximation,

wp = _ 8m (5.3.9)
Cpre + Cpe

The transition frequency is seen to be independent of 3,,, and for this reason it is relatively constant for
a given transistor type under specified operating conditions. wr is the frequency parameter most often spec-
ified on transistor data sheets for a range of operating conditions.

For computer modelling, the forward transit time T introduced in Eq.(5.2.4) is normally required.
Unlike the transition frequency, the forward transit time is relatively independent of operating conditions. To
find the forward transit time from the transition frequency equation, first find the diffusion capacitance. Thus,
Eq.(5.3.9) can be written as

or = Em (5.3.10)
Caepi T Cair + Cepy

From this it is seen that

Cair 1 _ Caept + Copy (53.11)

8m W, Em
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Hence, on substituting from Eq.(5.2.4)

1 Cdepl + Cepr
Tp=—=—
W, Em

(5.3.12)

If the bulk resistance of the collector, denoted here by 7. is significant, the effect of the base-collector capac-
itance is magnified by what is termed the Miller effect (this is described in Section 5.4) and Eq.(5.3.12)
becomes

L_ Cdepl + Copr (1 + gmtere)

("‘)T gm

(5.3.13)

TF =

5.4 Common-emitter (CE) Amplifier

The CE amplifier with tuned output and input circuits is shown in Fig. 5.4.1(a). C3 and Cy4 are dc blocking
capacitors that have negligible reactance at high frequencies. The bias resistor Rgjas supplies bias current to
the base, and this can also be assumed to have negligible effect on the high-frequency performance. The sig-
nal source is shown as an equivalent current generator ig and Rg. The equivalent circuit, using the hybrid-
equivalent circuit for the transistor, is shown in Fig. 5.4.1(b), where r;;, has been assumed negligible.

From the equivalent circuit of Fig. 5.4.1(b), it can be seen that the output resistance of the transistor
and the load resistance are in parallel with the output tuned circuit. The output capacitance of the transistor,
shown as C,, is in parallel with the circuit tuning capacitance C, and will form part of the resonant circuit.
Let the output inductor have a series resistance r, and inductance L, then as shown in Fig. 5.4.1(c), the com-
ponents on the output side can be grouped together in an admittance form as

11 1
Yo=—+—+ —— + jo(C. + Cy) G.4.1)
Te Ry ry + jol,

What is not immediately apparent from the equivalent circuit is the effect that the feedback capacitance
C¢p has. To see the effect of this, the equivalent circuit in Fig. 5.4.1(c) can be analyzed. Admittance Y rep-
resents the admittance of Ry, rpre and Cpre in parallel with the input tuned circuit, and Y, the output admit-
tance as previously defined. The feedback admittance is ¥y = jwCp. The current equation for the output
node is

0= EmVi + (VO—V,')Yf‘l' V0Y2

542
= vilgm = Yp + vo(V2 + ¥ 642
From this the voltage gain is
Yo
A, = v
Y= em (5.4.3)
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Figure 5.4.1 Tuned CE amplifier (a) circuit and (b) equivalent circuit. (c) Equivalent circuit for nodal analysis.

To compare Yyand g, note that Yy = jwCey and g,;, = o7 (Cpre + Cpr). Since the transistor will be
operated at a frequency o < wy to reduce the effects of feedback, and since Cp, > C,yy, then g, > 1¥yl, and
the expression for gain becomes

__8m
Yf + 1
_ _8m (5.4.4)
Y,

where Y, = Y + Y. The gain is maximum when Y, is resonant, which means that C,;' must be included in
the output tuning. There is also a 180° phase shift in the gain under these conditions.
The output admittance can be written in the form from Eq.(1.4.2).

A, =

_ L+ jyOretr (5.4.5)

Y,
Rpo eff
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where

1 :l+i+(cc+c2+ccb’)r2
Rpaeft Tc  RL L

(5.4.6)

The last term on the right-hand side is the reciprocal of the dynamic resistance of the tuned circuit
alone, but including the transistor capacitances. The damping effects of the transistor output resistance and
load resistance are taken into account in the calculation of the effective dynamic resistance Rp f. The effec-
tive Q-factor of the output circuit is

Qreff = 0o(Ce + Co + Cop)Rpo ef (5:4.7)
Hence the gain can be written as
A, = — ng-DZ eff (5.4.8)
1+ jyQs et

It should be noted that this is the voltage gain with reference to the input terminals, and for this reason
the input admittance does not affect it.
Turning now to the input circuit, the equation for the input node is

ig =vi(Y] + Yf) - Vsz
=y (Y] + Yf—Ava)

=v(Y1 + Y (1—A))) (5.4.9)
Hence the input admittance is
_ s
Yln - vl
=Y+ Yr(1-4,)) (5.4.10)

Thus, to tune this to resonance, the effect of the feedback must be taken into account. In practice, this
interaction with the output circuit can complicate the tuning procedure. The admittance term Yp(1 — A,) is
often referred to as the Miller input admittance, named after J. M. Miller, whose name is also given to a
theorem dealing with the feedback case in general.

Substituting for gain expression gives

R
Yin = Y1 + joCepy 1 +W) (5.4.11)
L+ jyQ2 et

At the resonant frequency of the output circuit, this becomes
Yin = Y1 + joCop (1 + gmRp2 eff) (5.4.12)
Thus, for this situation, the Miller admittance can be represented by a capacitor Cyy:
Cy = (1 + gmRp2 eff) Cepy (5.4.13)

The Miller capacitance must be included in the tuning of the input circuit for this to be resonant at the
same frequency as the output circuit. Note, however, that the frequency response of the input tuned circuit
will not be that of a singly tuned circuit, because the Miller admittance is a function of frequency in general
and, in fact, also introduces a conductance component at frequencies off resonance.
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= EXAMPLE 54.1

A CE amplifier has a tuned circuit in the collector, which resonates at 5 MHz with a total tuning capacity
of 100 pF. The undamped Q-factor of the tuned circuit is 150. The amplifier feeds a load resistance of
5 k{), and the output resistance of the transistor is 40 k(). Calculate the voltage gain referred to the input
terminals and the Miller capacitance at the input. The transistor operates a collector current of 500 pA,
and the collector-to-base capacitance is 0.6 pF.

SOLUTION
I. 500 10°°
gn = ="—"——==00198S
V26 X 10
150
Rpy = v = 4775 KQ

w,C 27 x5x%x10°x 10710

At resonance the output admittance is purely conductive and is

1 1 1
Y, =—+—+—
e Rp R
1 1 1
- 3T 3 T 3
40 X 107 47.75 X 10 5X 10
= 246 pS
A, =-Sm- g8
Yo

Therefore,

(1 + 78) X 0.6 = 47 pF

|
O
<

|

From this example, it is seen that the effect of the 0.6-pF capacitance translates to a Miller input
capacitance of 47 pF, and this will be in addition to the already existing Cj, capacitance.
Returning now to the input circuit, at resonance its dynamic resistance is obtained from

P _ 1+, 1 1 (5.4.14)
Rpieft Ry Rp1  Tve

where Rp is the dynamic resistance of the input tuned circuit by itself. Also, assuming the Miller admittance
is constant over the frequency range of the —3-dB bandwidth, the effective Q-factor of the input circuit is

Oeff = 0,(C1 + Cprp + CppPRY eff (5.4.15)
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In many situations the input signal source is represented by a voltage equivalent generator, and the
voltage gain referred to the source emf is of importance. In terms of the equivalent current generator source,
the emf vy = iRy, or iy = v,G,. Hence, from the input node equation,

is = v1Yin
= VG = V1Y (5.4.16)
V2
= Vin
v
The gain referred to the source emf is therefore
_n
Avs - Vg
_G A, (5.4.17)
Yin

— EXAMPLE 5.4.2

For the amplifier of Example 5.4.1, the input tuned circuit has a Q-factor of 100 at a frequency of 5 MHz,
the inductance being 2 uH. The source resistance is 1000 (). The transistor B is 200, and Cp’, = 10 pF.
Calculate the effective Q-factor of the input circuit and the voltage gain referred to the source emf.

SOLUTION From Example 5.4.1, A, = —78 and Cy; = 47 pF. The dynamic resistance of the tuned
circuit is

Rp = Qw,L = 4.71 KQ

The effective dynamic conductance is

1 1 1 1
=— 4+ —+
Rpiett Ry  Rp1  Tve

=131 mS

Hence,
R Dl eff = 764 Q
The effective Q-factor is

Rpieft _
w,L

Oetf = 24

The voltage gain referred to source is
Ay = &A
vs Yl v
_ Rpieff
R
—78 X 764
~ 1000

- =—-60

Ay
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Figure 5.4.2 Capacitive input tap.

This example shows how the Q-factor can be severely reduced. In practice, to avoid this, the source and
the transistor are usually connected through capacitive or inductive taps on the input tuned circuit, as discussed
in Chapter 1. Figure 5.4.2 shows the source connected through a capacitive tap. This reduces the damping effect
of the source conductance on the tuned circuit and, in addition, provides matching. As described in Section 4.16,
the effective source resistance may be optimized for minimum noise factor through input coupling.

Output Coupling

The connections to the output tuned circuit may also be coupled in such a manner as to reduce damping. One
such method utilizes mutual inductive coupling as shown in Fig. 5.4.3 and as discussed in Chapter 1. The volt-
age gain from the b’ —e terminals to the output is

A, = —gnZr (5.4.18)

where Zy is the transfer impedance as given in Section 1.8. As before, A, is the gain referred to the internal
terminals b’ —e, which is also the gain from the external terminals if r;j, is negligible. The technique to fol-
low in computing the transfer impedance is summarized here for convenience:

1. Compute the transformer impedances Z,, Z, and Z,, [see Eqs. (1.8.1), (1.8.2), and (1.8.3)].

2. Compute the external impedances attached to primary and secondary, Z; and Z; [Eqgs. (1.8.4),
(1.8.5), and (1.10.6)].

3. Compute the system determinant A [see Example 1.8.1].
4. Compute the transfer impedance Z7 [Eq. (1.8.7)].

Evaluation of the gain using the transfer impedance is left as Problem 5.17. The circuit may also be
analyzed using one of several computer analysis programs available, and Figure 5.4.4 shows the gain
response for the circuit, obtained using Microcap.

Coupling may also be arranged with a tuned secondary, untuned primary, and the analysis procedure
is similar to that outlined here.

Nodal analysis may be applied in a more formal way to analyse a complete circuit. Fig. 5.4.5 shows
the small-signal equivalent circuit for a CE amplifier for which the transfer impedance is assumed known.
The circuit also takes rp'p, into account. With nodal analysis, it is more convenient to work with admittances
rather than impedances and these are defined as

8y = Urpp

Yye = Urye + joCp,
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(b)

Figure 5.4.3 (a) Tuned primary, untuned secondary CE amplifier (component values used to obtain the Microcap
response curve, Fig. 5.4.4). (b) Equivalent circuit.
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Figure 5.4.4 Gain/frequency response for the amplifier of Fig. 5.4.3, obtained using Microcap.

Y, = joCup
Y, =1/Zr
G = 1/R,

s

The admittance Y7 includes the output capacitance and conductance of the transistor in parallel with the out-
put coupling circuit, and the admittance Y; shown in Fig. 5.4.5 includes the source conductance in parallel
with the input coupling circuit.
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Figure 5.4.5 Small-signal equivalent circuit used in nodal analysis.

The nodal equations for the circuit of Fig. 5.4.5 are

Node B: iy = (Y1 + 8p'p)Vbe = 8&p'pVp'e T Ovee
Node B: 0 = —gppvpe + (Yoo + &b + Yp)vpe = Yivee
Node C: 0 = 0vpe + (gm— Ypvpe T (Y7 + Yvee

These can be written in matrix form as

s Y1+ gpp —8b'b 0 Vbe
0= —8'p  Ypet 8p T Yy =Y || vpe
0 0 &m— Yy Yr+ Y/ \Vee
or more concisely as
I1=YV

The solution for the voltage matrix V is then

where Y~ ! is known as the inverse of the admittance matrix . Calculating the inverse matrix is no easy task
if attempted “by hand,” but can be carried out literally “at the stroke of a key” with the appropriate software
on a personal computer.

The voltage matrix will be a column matrix, and the last element in this, formally designated as V3 is
identical to the output voltage v,. By setting the source voltage v; = 1V, the element V3 also gives the volt-
age gain referred to the source emf. Setting the source emf equal to 1V means that the source current is
numerically equal to Gy but in setting this up for computer solution it is necessary to maintain the correct
units for all the quantities. Thus i; would have to be entered as 1V - Gy. Since the other node voltages are
contained in V, the voltage gain between any of the nodes can be determined.
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— EXAMPLE 54.3
The following parameters apply to a CE amplifier:
Zp = 600Q); g, = .04S; B, = 200; rprp, = 70Q; cpre = TpF; Copy = 1pF; Ry = 50Q).
The input impedance, excluding the source is Zi = 300(). Determine the voltage gain, referred to the
source emf, at a frequency of 5 MHz.
SOLUTION 1y, = Bo/gm = 5KQ
Ypo = Urpe + joCp, = 0.2 + j22mS
Yy = joCch’ = j031mS

gvp = 1/70 = 14.286 mS

G, = 1/50 = 20mS

Yr = 1/600 = 1.667m$S

Y, =1/Z'; + G, = 23.333m$S

In the following computations the values have been rounded off to the nearest decimal place. The Y-matrix is

37.6 —14.3 0

Y=|-143 145+j3 0 |mS
0 40 1.7
The inverse of this is
423 —j17 413 — ja6 1+8
y ! = 413 — ja.6 08.9 — j12.1 3+j2 |ohms

—989.5 +j129.3 —2600 + j340.5 592.4 — j60.3
with Vi = 1 volt, the source current is iy = 1Y - Gg = .02 A. The I-matrix is therefore

.02

0
The matrix solution (obtained in this case using Mathcad) yields
.8
8—jl1
—19.8 +j2.6

Vv

Thus the voltage gain is A,y = V31 = —19.8 + j2.6
The magnitude of this is 1A, | = 20 and the phase shift is arg(4,,) = 173°.

It should be noted that when using a program such as Mathcad, it is useful to evaluate key intermediate
values as a check, although it is not necessary to know these for the computation to proceed. Some of the
L intermediate values are shown in the example.
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For this example, a very quick estimate of the gain is obtained as follows. The input signal is attenuated
approximately by Z1/(Z; + Ry) = 0.86. The voltage gain of the stage referred to the input terminals is —g,,Zr
= —24. Hence the gain referred to source is 0.86 X —24 = —21.

5.5 Stability and Neutralization

A parallel tuned circuit is inductive at frequencies below the resonant frequency (see Chapter 1). There will
be a frequency therefore where the input and output circuits of the tuned-input, tuned-output amplifier are
inductive, as shown in Fig. 5.5.1(a). In this equivalent circuit, the input circuit is represented by a net induc-
tance Lp in parallel with a resistance Rg (7p is assumed negligible), and the output tuned circuit by L¢ in
parallel with R¢ and r,.

If the resistances Rg and R are large compared with the corresponding inductive reactance, the cir-
cuit reduces to that shown in Fig.5.5.1(b). The loop consisting of Lg, L, and C;, forms a resonant circuit
for which the resonant frequency is
N S (5.5.1)

W
V(Lg + Lc)Cep

At the resonant frequency of the loop the system develops self-sustaining oscillations, the voltage vy,
being provided through feedback from the output voltage v,,. Initially it requires only a random voltage, for
example noise, to “kick-start” the system into the oscillatory mode. The detailed analysis will not be carried
out here, but the approximate condition for maintenance of oscillations is

Lc

Lc (5.5.2)
Lp

8mlc =

An amplifier that can burst into oscillation is termed unstable, and of course instability is undesirable.
One way of preventing instability is to provide damping through resistors Rg and R¢. If these are made suf-
ficiently small compared to the corresponding inductive reactances, they will reduce the inductive currents,

ch
ol
+ +
Vbe § § Vo
— RB LB EmVbe |'C RC Lc _
(€]
ch
AY! ' P
Al
+ +

Vhe § LB Vo LC Ve <¢> EmVbe

(b)

Figure 5.5.1 (a) Equivalent circuit for the tuned-input, tuned-output amplifier at frequencies below resonance.
(b) Circuit of (a) redrawn to emphasize the oscillatory loop.
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Figure 5.5.2 Neutralizing circuits.

and oscillations will not start. An amplifier can be made unconditionally stable in this way, but the price paid
is a reduction in amplifier gain.

Stability can also be achieved by neutralizing the feedback signal. Thus an inductor may be connected
in parallel with C,p, in order to form a parallel (high-impedance) circuit at the oscillatory frequency. This is
shown in Fig. 5.5.2(a). The capacitor C,, in series with L, is a dc blocking capacitor, which is adjustable so
that the branch provides the net inductance required for parallel resonance with Cp,.

Figure 5.5.2(b) shows another method of neutralizing an amplifier. The signal fed back from the top of
the tuned circuit is in antiphase to that at the collector end, and C,, can be adjusted to make the two signals
equal in magnitude.

5.6 Common-base Amplifier

The effect of the feedback capacitor C.,' can be nullified completely by connecting the transistor in the
common-base configuration, the small signal equivalent circuit for which is shown in Fig. 5.6.1. In this mode of
operation, C.; appears in parallel with the output capacitance C. and therefore does not contribute to the input
capacitance. The input resistance is /g, where o, = B,/(B, + 1) = 1. The input resistance for the CB circuit
is therefore much smaller than that for the CE circuit which is given by 3,/g,,. The input capacitance is Copr =
Cyr.. The output resistance for the CE circuit appears between collector and emitter. This is higher than the CE
output resistance and can be shown to be given by r.cg = B,r.ce. Because of its very high value the output
resistance can be ignored for most practical purposes. The simplified equivalent circuit is shown in Fig. 5.6.1(b).

By applying a short-circuit to the output terminals of Fig. 5.6.1(b) and defining the currents as shown,
the short-circuit output current is i, = —g,,v.p and the input current is i, = (1/r,p + jwC,p)vep. Hence the
short-circuit current gain for the CB amplifier is

—_ 8m (5.6.1)



152 Electronic Communications

T

(b)

Figure 5.6.1 (a) Equivalent circuit for the common-base transistor. (b) Simplified version of (a) suitable for most
practical purposes.

It is left as an exercise for the student to show that this can be expressed as

a
Aje = —2— (5.6.2)

where the —3 dB frequency for the short-circuit gain of the CB stage is wy = 1/r,pCep.
Now, because C,p, = Cp', and Cp', > C,p, and r,p, = 1/g,,, it is easily shown that

Wy = o7 (5.6.3)

Thus, the —3-dB frequency is, to a very close approximation, equal to f7, the unity gain transition fre-
quency. As shown previously, this is higher than the —3-dB frequency for the CE connection by a factor f3,,.

A basic CB amplifier circuit is shown in Fig. 5.6.2(a). From Fig. 5.6.2(c) the voltage gain referred to
the e-b terminals is seen to be

Ay = gnZL
_ 8mRp (5.6.4)
1+ 0
where Eq.(1.4.2) is used for the impedance of a parallel tuned circuit. Where a coupled circuit is used the gain
is given by g,,Z7 as before. It will be noticed that at resonance there is no phase shift with the CB amplifier,
which contrasts with a 180 degree phase shift for the CE amplifier. The gain magnitude is approximately the
same for both configurations.
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Figure 5.6.2 (a) CB amplifier with tuned collector load. (b) Equivalent circuit. (¢) Equivalent circuit simplified.

As shown in the next section, the available power gain of the CB stage is lower than that for the CE
stage, which limits its usefulness as a front-end amplifier.

5.7 Available Power Gain

In Section 4.15 it is shown that a high available power gain is needed to maintain a low noise factor with cas-
caded amplifiers (Friis’s formula). An estimate of the available power gain of the CB and CE amplifiers can
be made as follows.

Figure 5.7.1 shows a basic amplifier circuit. The available power from the source is

2
P, - Vs (5.7.1)

The available power at the output is

(5.7.2)
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Figure 5.7.1 Equivalent circuit used to estimate the available power gain of an amplifier.

The available power gain is

Gay =

~
S |

_ LR:R, (5.7.3)

v

For both the CB and the CE circuits, 15 = gi,Vizn, and hence

R
— 2 _ NN 5.7.4)
G R.R (
AV = 8mitslio R, + Rix

Now, for the CE circuit, Riy = 1, = Bo/gm» and for the CB circuit, Riy = rpp = 1/g,,. Since the
transistor output resistance is high in both cases, the output resistance in both cases will be that of the
collector tuned circuit (with the actual load disconnected). The ratio of available power gains then becomes

2
Gavee _ rbe)z. Rt rep (5.7.5)
Gavcs Teb| | Rs+ rpe
This can be simplified to
2
Gavee _ |1+ 8wk, (5.7.6)

Gavcs 1 + guRs/Bo

This shows that the available power gain for the CE amplifier is greater than that for the CB amplifier. For
this reason, the CE amplifier is preferred for the input stages of low-noise receivers. It should be noted that
the underlying reason for the lower power gain of the CB amplifier is the low input resistance, which is 1/3,,
times that of the CE amplifier.

5.8 Cascode Amplifier

The common-emitter and common-base amplifiers can be combined to form an amplifier unit that has
high power gain and is stable. The combined unit is known as a cascode amplifier (the word is a relic from
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VC C

Figure 5.8.1 Basic cascode amplifier.

vacuum tube technology, where the original circuit employed cascaded common-cathode and common-
grid stages).

A basic cascode amplifier is shown in Fig. 5.8.1, where the bias components are omitted for simplic-
ity. Both transistors carry the same collector current and hence will have equal transconductances. The effec-
tive load seen by the CE stage is the input resistance of the CB stage, which is a,/g,,- Hence the voltage gain
of the CE stage is g,,0t,/gm = o, or just slightly less than unity. This means that the feedback will be insuf-
ficient to cause oscillations. The voltage gain of the CB stage is g,,Z;, and hence the overall voltage gain is
o o8mZr. = gmZr- The CB stage is inherently stable, as discussed previously, so the overall amplifier is stable.

The input resistance of the CE stage is rp.. Overall, therefore, the cascode amplifier has performance
characteristics similar to those of a CE amplifier but with stability (and, note, no 180° phase change), and
hence its available power gain is high.

5.9 Hybrid-w Equivalent Circuit for an FET

In many ways the field effect transistor (FET) is simpler than the bipolar junction transistor (BJT) because of
the extremely high input impedance presented by the control gate. The hybrid-m equivalent circuit is shown in
Fig. 5.9.1. In this, the external terminals are labeled G for gate, S for source, and D for drain. Analysis of circuits
utilizing the FET then proceeds in a manner similar to that for the BJT using the hybrid m equivalent circuit.

Figure 5.9.1 Hybrid-m equivalent circuit for an FET.
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Figure 5.9.2(a) shows a simple CS amplifier, where for simplicity the bias components are omitted.
The equivalent circuit is shown in Fig. 5.9.2(b), where it will be seen that the input tuning capacitance is
Cy + Cg (this excludes the Miller capacitance, which is taken care of in the analysis). Likewise, the output
tuning capacitance is C» + Cgq. The circuit can be further reduced to that shown in Fig. 5.9.2(c). The nodal
equations in matrix form are

(is) _ (Y1+Yf —Y )(Vgs) (5.9.1)
0 gm—Yf Yz—Yf Vds

or

——OVour
° |
1
i R, C L ':‘
4 _L O
(a)
Iz

Vs

Y, e

T
©

Figure 5.9.2 (a) Basic common-source amplifier. (b) Equivalent circuit. (c) Equivalent circuit used in nodal analysis.
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Hence the voltages are
T (5.9.2)

Again, the equations are presented in this manner so that a personal computer or suitable programma-
ble calculator can be readily used to find the solutions.

— EXAMPLE 5.9.1

An FET has the following parameters: g,, = 2 mS; Cgg = 5 pF; Cyy = 1 pF; Cyy = 1 pF; rg = 13 k(). Tt
is used in a tuned-input, tuned-output CS amplifier, both circuits being tuned to resonance at 10 MHz.
Tuning includes the capacitances Cgs and Cy, but not the effects of Cyq. The dynamic resistance of the
input circuit is 3 k€ (excluding Ry), and that of the output circuit is 10 k€ (excluding r;). The signal
source has an internal resistance of 600 (). Determine the voltage gain referred to the source emf.

SOLUTION At the resonant frequency

1 1
Yi=—+——=2m$S
R;  Rp
and
1 1
Y= —+— =0.177mS
d  Rpp
Also,

Y= jw,Cqe = j0.063 mS
The Y matrix in millisiemens evaluates as

_ (2 +j0.063 — j0.063
2 —j0.063 0.177 + j0.063

With vy = 1V, the I matrix in milliamperes is
1.667
I=] 0
0
The matrix solution (obtained in this case using Mathcad) yields

. ( 0.68 —j0.21 )
—5.94 + ja7

Thus the voltage gain is
— Ays = Vo1 = —5.94+ j4.7
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Note in this example that a quick estimate of the gain along the lines of that used following Example 5.4.3
does not yield an accurate result. The reason is that Yris larger and in this case is comparable in magnitude
with the effective load admittance. In order to find the variation of voltage gain with frequency, the easiest
way is to solve the nodal equations, and it is left as an exercise for the student to show that

_ vas
Avs - Vg
_  &m Y (5.9.3)
RA
where
A= (Y] +Yf) . (Y2 + Yf)+ Yf(gm _Yf) (594)

Plotting voltage gain as a function of frequency is left to problems 5.32 and 5.33.

5.10 Mixer Circuits

Mixers are used to change a signal from one frequency to another. There are a number of reasons why
frequency changing is required, and in fact a number of mixing processes are used in specialized applica-
tions, which come under different names. Modulation, demodulation, and frequency multiplication are
examples of these, which are covered in later chapters. The term mixer is generally reserved for circuits that
change a radio-frequency signal to some intermediate value (known as the intermediate frequency or IF) and
that require input from a local oscillator (LO) to do so. The general features of these circuits are covered in
this section.

Some types of mixers (notably those used for microwaves) are available as packaged units, with input
ports labeled RF and LO and an output port labeled IF. In certain receiver applications the oscillator circuit
is an integral part of the mixer circuit, and only the RF input and IF output are readily identified.

All mixer circuits make use of the fact that, when two sinusoidal signals are multiplied together, the
resultant consists of sum and difference frequency components. This can be demonstrated as follows. Let the
oscillator signal be represented by

Vose = Vose SIN Wgsct (5.10.1)
and the RF signal by
Vsig = Viig Sin 0gjgt (5.10.2)
Multiplying these two signals together gives
VoscVsig = Vosc SIN ©gsc! Vg SiN wgjgt
= VOSCzVSig(cos(mOSC — W)t —CO8(Wege T Wsig)t) (5.10.3)

The term containing the frequency wos. — wgig is the one normally selected, by filtering, as the inter-
mediate frequency (IF) signal (in certain specialized applications, the other, higher-frequency component
may be selected). It will be noted that neither one of the two input frequencies is present in the output, only
the sum and difference frequencies.
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Diode Mixer

The circuit for a diode mixer is shown in Fig. 5.10.1. The two signals are connected in series, and a bias
voltage may also be applied to optimize the working point on the diode. The diode V/I characteristic is non-
linear, which results in the current having a term proportional to the product vogcvsig. This will develop a
voltage across the output tuned circuit, which is resonant at the intermediate frequency.

An exact analysis of the diode mixer is complicated by the fact that the voltage across the diode is the
sum of the input and output voltages. However, by assuming that the output circuit impedance is negligible
at the input frequencies, the voltage across the diode is approximately

Vg = Vpias T Vose T Vsig (5.10.4)

Assuming that the diode characteristic curve can be expanded in a Taylor’s series, and terms up to the
second need only be taken into account, the diode current is

iy = avy+ bv3 (5.10.5)

Expansion of the squared term shows that it contains a product term and substituting from Eq.(5.10.3)
gives for the peak value of IF current

Iip = bV Viig (5.10.6)
Assuming the transfer impedance of the output circuit is known at the IF, the peak output voltage at IF is
Vir = bVosVsigZr (5.10.7)

A disadvantage of the diode mixer is its high conversion loss. The conversion gain of a mixer is the
ratio of output power at IF to input power at the signal frequency, and conversion loss is the reciprocal of
this. Also, the oscillator and signal circuits are not isolated from one another, this giving rise to the problem
of oscillator radiation from the signal input. The harmonics of the signal and oscillator, as well as other prod-
ucts known as intermodulation products, appear at the output. One advantage of the diode mixer is that it
generates low noise compared to transistor mixers. However, unless advantage has to be taken of its low-
noise properties, the single diode mixer is seldom used for normal receiver applications.

Balanced diode modulators are described in Chapter 8. These essentially provide for the multiplication
of two signals and can therefore also be used as mixers.

N
LA

VIF

Vsig 3
VUSC %

I

Bias
T

Figure 5.10.1 Diode mixer.
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BJT Mixer

One circuit for the BJT mixer is shown in Fig. 5.10.2. Here, the signal voltage is applied between base and
ground and the oscillator voltage between emitter and ground. The voltage/current relationship for the tran-
sistor is

I, = 1,V2V7

(5.10.8)
where I is the transistor saturation current and Vg the total base — emitter voltage, which is the algebraic
sum of the dc bias, the signal, and oscillator voltages. As before, V; = 26 mV at room temperature.

Expansion of the current equation shows that it contains a product term voscvsig, Which in turn contains
the IF component of current. The expansion also shows that the dc level of collector current and hence the
transconductance g, is a function of both the signal and oscillator peak values. By keeping the signal ampli-
tude small, the dependence on it can be made negligible, and by keeping the oscillator level constant, a con-
stant effective g,, is achieved. Also, a large (Vo5 > 100 mV) oscillator voltage is normally employed, and
under these conditions the peak output current at the IF is given by

Lir = 8cVsig (5.10.9)

where g, is known as the conversion transconductance and is determined by the bias, and the oscillator peak
voltage. Assuming that the transfer impedance of the collector output circuit is known at the IF, the output
voltage is given by

Vir = LipZr
— ¢ VieZ (5.10.10)

T

The harmonics of the signal and oscillator frequencies and intermodulation terms also appear in
the collector current as a result of the nonlinear transfer characteristic. Particularly troublesome are the
components at frequencies 2fosc — fsig and 2fsie — fosc- These are known as third-order inter-modulation
products.

Ve
Rdc
I 1 1
be l .
/‘\ Vip sin (0, — )¢
R, 1
Vsin ot =
C()
= be
g i =&
E .
Z § ; C. V,sin o, t
MAN—E
R,

Figure 5.10.2 BJT mixer.
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FET Mixers

For the ideal FET, the current/voltage transfer function for the constant current region (referred to as the sat-
uration region for an FET) is given by

[ — Vos\? (5.10.11)

Ip = Ipss Vp

where I is the drain current, Vg is the gate—source voltage, Vp the pinch-off voltage, and Ipgg the drain
current for Vgg = 0. Both Vp and Ipgg are specified parameters for the transistor.

The square-law relationship for the ideal FET means that only terms up to the second order will be
present in the output. These will contain a product term vogcvsig, Which results in the IF component as before.
One major advantage of the FET mixer over the BJT mixer is the very low level of third-order intermodula-
tion products (for the ideal FET these would be absent). Also, the FET can handle a much wider range of
input voltage, compared to the BJT. The circuit for an FET mixer is shown in Fig. 5.10.3.

The circuit for a dual-gate MOSFET is shown in Fig. 5.10.4(a). Good isolation between signal and
oscillator circuits is provided with this arrangement since they are connected to different gates. The signal is

7e

Signal Ot Oscillator
/'E mJectlon
o ;
Bias
Figure 5.10.3 FET mixer.
RGZl T _T_ Vig
- L gml
) G, D -
v, -
L G, L S
MW—9
o Ry Rg 0,
PN | it
——t—e AW |—eo |
R Re ' P Va,
= e ofo 1 RS £ (’52(4)

- VSS

Figure 5.10.4 (a) Dual-gate FET mixer. (b) g, transconductance as a function of gate 2 voltage.
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normally applied to gate 1 because this provides greater gain. The oscillator voltage is applied to gate 2,
through which it controls the transconductance referred to gate 1. The gate 1 transconductance is a function
of the gate 2 voltage between cutoff and the saturation level, as shown in Fig. 5.10.4(b). To get some idea of
the mixing process, assume that the function is approximately linear, of the form g,,; = a + bvyg., Where a
and b are constants; then the ac component of drain current is ic = g;,1Vsig- This is seen to contain the prod-
uct term bvscvsig and hence an IF component of current. Some intermodulation products occur, and the oper-
ating point is chosen as a compromise between obtaining high conversion gain and low intermodulation
products.

IC Balanced Mixer

The integrated-circuit (IC) balanced mixer is widely used in receiver ICs, as well as being available as a sep-
arate integrated circuit. The IC versions are usually described as balanced modulators since the modulation
function is basically the same as the mixing function. Such circuits are well typified by the Motorola-type
MC 1596. Figure 5.10.5(a) shows the basic circuit. The circuit may be operated in a variety of modes, and
its operation here will be illustrated with reference to the large oscillator signal mode.
With a large oscillator level, the top transistors are switched alternately on and off. Transistors Q1 and
04 are switched on and off together, at the same time as transistors Q2 and Q3 are switched off and on. The
equivalent circuits for these on — off conditions are shown in Figs. 5.10.5(b) and (c).
The voltage equation for the signal input loop is vsie = Vpgs — Vpge + igRg. Provided Iy > i, the
base—emitter voltages are approximately equal and
Vg = irRRE (5.10.12)
The current through the load impedance is i;, = igS(f), where S(7) is the switching function generated
by the oscillator voltage. This has unity amplitude and can be expressed as a Fourier series (see Chapter 2):

4 1
S(t) = ﬂ(sin Wose! T gsin 3woget T ) (5.10.13)

Thus

4Vsig sin msigt
l = —-—-———_——m—m—_—_—
L

1
(sin Wosc! T = 8in 3wgget + ) (5.10.14)
R E 3
The load current iy, therefore contains the product (sin wjef)(sin wggcf), which can be expanded into
sum and difference components as shown previously. The difference or IF component has a peak value
2V

_ Z'sig (5.10.15)

IF T RE

With the output circuit tuned to the IF and presenting a transfer impedance Zr at this frequency, the
output voltage is

 2VieZy
’ITRE

5.10.16
Ve ( )

The main advantage of the balanced circuit is that there are no components of output at signal and
oscillator frequencies. Also, no intermodulation products occur, and the sum-frequency component, along

with the higher harmonic terms associated with the switching signal, is easily filtered out.
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Figure 5.10.5 (a) Balanced IC mixer. (b) and (c) The circuit when the oscillator voltage is a large switching signal.

5.11 Active Filters

Active filters make use of amplifiers along with resistors and capacitors in order to achieve frequency
selective characteristics. They offer a number of advantages over the passive (RLC) filters described in
Chapter 1. Active filters do not require inductors, which are physically large at low (for example, audio)
frequencies and are thus unsuitable for use with compact designs utilizing integrated circuits. In addition,
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active filters offer great versatility in design, programmable control of the characteristics being possible
if required.

The disadvantages are that they require power supplies, they can introduce noise into the system, and,
in the case of switched capacitor filters, the clocking signals can cause interference and distortion. However,
these potential problems can all be avoided through proper design techniques.

RC Low-pass Filters

A simple RC low-pass filter is shown in Fig. 5.11.1(a) and an active filter version in Fig. 5.11.1(b). The trans-
fer function for the RC filter of Fig. 5.11.1(a) is

Vout
Vin

H(f) =

__ (5.11.1)
1 + joRC

To be able to take the output voltage from the capacitor without loading it with the following circuit, a volt-
age follower is used, as shown in Fig. 5.11.1(b). Here, the operational amplifier circuit provides a very high
input impedance (in the megohm range), a very low output impedance (a few tens of ohms), and a voltage
gain of unity. The resistor R in the feedback path is to compensate for the dc offset developed across the input
R. The response curve for the active filter is shown in Fig. 5.11.1(c).

The filter shown in Fig. 5.11.1 is a first-order Butterworth, a comparison with Eq. (1.13.2) showing
that m = 1 and f. = 1/2wRC, where f, is the —3-dB frequency.
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©

Figure 5.11.1 (a) First-order low-pass filter and (b) an active filter version. (c) Frequency response (magnitude) curve.
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Figure 5.11.2 (a) Second-order low-pass filter and (b) frequency response (magnitude) curve.

A second-order Butterworth response can be achieved using the circuit of Fig. 5.11.2(a). For this filter,
the —3-dB frequency is f. = 1V8 mRC, and the transfer function is

1
H(f) = (5.11.2)
L =(f/f)* + N2 f/f.

The magnitude of the transfer function is

! (5.11.3)

Hf)| = —F——
Vi+/r)t

Again, comparison with Eq. (1.13.2) shows m = 2.

In integrated-circuit realization of active filters, physical limits restrict resistor values to about a
maximum of 10 k(), and capacitors to about 100 pF. Thus, for the second-order filter, the limit on the —3-dB
frequency would be about 113 kHz. Reducing this to about 4kHz as required for telephony applications
would require larger values of R and/or C, which could not be implemented in IC form. The IC approach is
solved by utilizing switched capacitor filters.

Switched Capacitor Filters

Figure 5.11.3(a) shows a capacitor connected to a voltage v through an MOS switch that is switched on and
off by a square-wave clocking signal. Provision is also made to discharge the capacitor to ground through
another MOS switch, which is operated 180° out of phase with the first one; that is, when one is switched
on the other is off, and vice versa. The on period is denoted by T, which is also equal to the off period, and
the clock frequency is f. = 1/27,.

Consider the circuit with C initially discharged, switch 1 closed, and switch 2 open [Fig. 5.11.3(b)].
By making the clock frequency very much greater than the highest component of signal frequency, the
voltage v will not change appreciably during the time 7. (even though it is a function of time), and the capac-
itor charges up to the voltage v. At the instant switch 1 is opened, switch 2 is closed, and the capacitor is
discharged to zero in time 7, ready for the next cycle [Fig. 5.11.3(c)].
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Figure 5.11.3 (a) Switched capacitor. (b) Switch 1 on, switch 2 off. (c) Switch 1 off, switch 2 on. (d) Equivalent resistance
R = Tc/C.

Two equations can be written for the charge received by the capacitor during the charging period,
q = Cv and g = iT,, where i is the average charging current during this period. Equating these two expres-
sions for ¢ gives the relationship between v and i as

o= ile (5.11.4)

C

This may be interpreted as a form of Ohm’s law, where resistance R is equivalent to

_ (5.11.5)
2£.C

The factor 2 enters into this equation because the clock frequency is defined as f, = 1/2T. (Some texts define
this as f, = 1/T, so that the equivalent R is shown as R = 1/Cf,.)

This may seem like an unduly elaborate way of making a resistor R, but in IC technology capacitors
and MOS switches can be made much smaller than physical resistors, and the circuit for the clocking signal
is also readily fabricated as part of an IC.

An example of a first-order low-pass, switched capacitor filter is shown in Fig. 5.11.4(a). The discharge
paths for the capacitors Cy and C; are through the MOS switches O, and Q3 to the virtual ground at the
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Figure 5.11.4 (a) Simple low-pass filter utilizing switched capacitors. (b) Equivalent circuit.

operational amplifier input. The switched capacitor branches can therefore be analyzed in the manner shown
previously, resulting in an equivalent resistance in series with the input of Ry = T,./C and in the feedback
path Ry = T./C;. The equivalent circuit is shown in Fig. 5.11.4(b).

Analysis of the equivalent circuit yields for the transfer function

Ry 1

H - .-
/) R 1+ joR,Cj

(5.11.6)
This is seen to provide an inverting gain of magnitude R»/R; at low frequencies. By making Ry = R, a first-order
Butterworth response is obtained, but with the additional 180° phase shift resulting from the inverting gain.

The switched capacitor filter is a sampled data system. The Nyquist sampling theorem states in part
that the sampling frequency must be at least twice the highest frequency in the analog signal being sampled.
(The Nyquist theorem is discussed in Chapter 17, and applications have already been encountered in
Sections 2.12 and 2.14 in connection with waveform analysis.) For present purposes, it should be noted that
commercial switched capacitor circuits usually operate with a sampling frequency well above the Nyquist
lower limit, 50 to 100 times being common. The Motorola MC145414 is an example of an IC switched
capacitor filter. This unit contains two separate low-pass switched capacitor filters in addition to other cir-
cuitry, as shown in the block diagram of Fig. 5.11.5(a). A filter schematic is shown in Fig. 5.11.5(b), which
includes one of the uncommitted operational amplifiers being utilized as a 60-Hz reject filter at the input of
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Figure 5.11.5 (a) Block diagram for the Motorola MC145414 switched capacitor filter. (b) Filter schematic, showing
a 60-Hz reject filter at the input of switched capacitor filter A. (From Motorola Telecommunications Device Data DL

136, Rev. 2.)

the switched capacitor filter A. The components for this reject filter are added externally. The 60-Hz reject
filter need not be added if not required, and switched capacitor filter B is shown without any external

filtering.

The filters are fifth-order elliptic with response characteristics as shown in Fig. 5.11.6. The clock termi-
nals 1 and 2 are tied together in practical circuits, and the response curves show the effects of changing the clock
frequency. With the clock frequency at one of 256 kHz, 128 kHz, or 64 kHz, the low-frequency band limit is

7.2 kHz, 3.6 kHz, or 1.8 kHz,

respectively.
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FIGURE 1 —FILTER A AND B LOWPASS CHARACTERISTICS FIGURE 2 - FILTER A AND B LOWPASS CHARACTERISTICS
WITH CLOCK 1 AND 2 AT 64 KHZ WITH CLOCK 1 AND 2 AT 128 KHZ
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Figure 5.11.6 Response curves for the Motorola MC145414 switched capacitor filter. (From Motorola
Telecommunications Device Data DL 136, Rev. 2.)

PROBLEMS

Assume Vp = 26 mV.

5.1. The following values apply for a BIT at Ic = 2mA: 3, = 200; V4 = 750 V; 7 = 300 ps; Cgep) = 3.5 pF
Find the hybrid-m parameters g, 7¢, p'e, Ciff, and Cpye.

5.2. Repeat Problem 5.1 for I = 5 mA, assuming [3, increases to 230, while all the other transistor values
remain constant.

5.3. Given that C.; = 3 pF, C. = 3 pF, and ry,y = 70 ), draw the hybrid-m equivalent circuit (corre-
sponding to Fig. 5.2.1) for the transistors in Problems 5.1 and 5.2.

5.4. ForaBJT working an I = 500 pA, the following values apply: B, = 150; Cpr, = 10 pF; Cpr. = 1.5 pF.
Plot the magnitude of the short-circuit current gain for the frequency range zero to 2 MHz. From this
obtain an estimate of the —3-dB bandwidth and compare with the calculated value.
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5.5.

5.6.

5.7.
5.8.
5.9.

5.10.

5.11.

5.12.

5.13.

5.14.

5.15.

5.16.

5.17.

5.18.
5.19.
5.20.

5.21.

5.22.

5.23.

Electronic Communications

For the transistor in Problem 5.4, plot the phase shift as a function of frequency over the same range.
Obtain an estimate of the phase shift at the —3-dB frequency and compare with the value you expect
from the theory.

For the short-circuit current gain curve of Fig. 5.3.2, show that the slope at high frequencies is given
by —6 dB per octave or, equivalently, —20 dB per decade.

For a given transistor, B, = 150 and wg = 10 MHz. Determine the unity gain transition frequency.
For a given transistor, |A;;.| = 30 dB at f = 54 MHz. Determine the unity gain transition frequency.
The unity gain transition frequency for a BJT is 400 MHz at a mutual conductance of 30 mS. Given that
the base — emitter depletion capacitance is 2 pF and the base — collector capacitance is 0.7 pF, calculate
the forward transit time (a) assuming the bulk collector resistance is negligible, and (b) given that it is
equal to 70 ().

Referring to Fig. 5.3.1, given that rpre = 1.6 kQ, Cpre = 7.5 pF, C,y = 1 pF, and g,,, = 25 mS, find
i. for i, = 3 pA.

Repeat Problem 5.10 assuming C.;,' = 0.

The following data apply to the tuned CE amplifier of Fig. 5.4.1(a): r. = 200 kQ, Ry, = 10 kQ, r, = 5 (),
Ly, =50 uH, C; = 100 pE Copy = 2 pE, C. = 1 pF g, = 2 mS. Using Eq. 5.4.8, determine the voltage
gain at resonance.

Determine the Miller capacitance for the amplifier in Problem 5.12.

For the amplifier of Problem 5.12, the input inductor is 50 uH and Cj, = 12 pF. Determine the tuning
capacitor Cp required to make the input circuit resonant at the same frequency as the output circuit.
For the circuit of Fig. 5.4.1(a): Ry = 5k, rpr, = 65kQ, ri =50, Ly = 50 yH, C| = 100 pF, Cp, =
12 pF, C¢py = 1 pF, g, = 2 mS, Rpy eff = 8 k(). Determine, for the input circuit, (a) the resonant fre-
quency, and (b) the effective Q-factor.

For the circuit in Problem 5.15, determine for resonance (a) the terminal voltage gain, and (b) the voltage
gain referred to the source emf.

Transistor 2N2222A is used as a common-emitter amplifier with a tuned collector circuit mutual-
inductively coupled to a secondary load of 200 (). The tuning capacitance (including the transistor output
capacitance) is 119 pE the primary inductance is 5 uH, the secondary inductance is 0.1 uH and the
coefficient of coupling is 0.2. The unloaded Q-factor of the primary tuned circuit is 100, and secondary
resistance may be assumed negligible. The transistor operates at a collector current of 8.24 mA, and the
other parameters are V4 = 45.6 V and 3, = 100. Assuming r,,'b is negligible, calculate the voltage gain of
the stage referred to the input terminals, and compare with the results presented in Fig. 5.4.4.

Rework Example 5.4.3 for a frequency of 20 MHz, assuming all other values remain unchanged.
Rework Example 5.4.3 for Zy = 300 + j250 (), assuming all other values remain unchanged.

Discuss the factors that can give rise to instability in a CE amplifier and how the instability may be
avoided.

The input circuit for a CE amplifier can be represented by the parallel circuit impedance given by
Eq. (1.4.2). The Q-factor is 70, and the dynamic resistance is 2 k(). The resonant frequency of the
circuit is 5 MHz. Calculate the equivalent parallel inductance of the circuit at a frequency of 4 MHz.
Repeat the calculations of Problem 5.21 for the output impedance of the amplifier, given that its
Q-factor is 85 and dynamic impedance is 5 k().

For the amplifier in Problem 5.22, the transistor output resistance is . = 75 k(). Calculate the minimum
value of g,, necessary to start oscillation at 4 MHz.
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5.24.

5.25.

5.26.

5.27.

5.28.

5.29.

5.30.

5.31.

5.32.

5.33.

5.34.

5.35.

5.36.

For a certain BJT, the bulk base resistance may be assumed negligible, and the other component values
are: B, = 150, Cp, = 13 pF, Cs, = 1.5 pF, and C,; = 1.5 pF. The transistor is operated at a collector
current of 750 pA. For short-circuit output conditions, calculate (a) the —3-dB frequency for the CE
current gain, (b) the unity-gain transition frequency, and (c) the —3-dB frequency for the CB current
gain. Compare the results of (b) and (c).

For the transistor in Problem 5.24, calculate the short-circuit current gains for both the CE and CB
connections at frequencies w = 0.003 w7 and 0.03 - w7

The transistor and output circuit of Problem 5.12 are reconnected as a CB amplifier, the specified values
remaining unchanged, and 3, = 150. Calculate (a) the CB output resistance of the transistor, and (b) the
voltage gain at resonance. Compare the results with those of Problem 5.12.

A BIT is operated at g,, = 2 mS and 3, = 150. Calculate the available power gains for (a) the CE
and (b) the CB configurations, given that the source resistance is 300 ) and the output resistance is
10 kQ) for each.

A BJT is operated at g, = 0.5 mS and 3, = 150. Calculate the ratio of available power gains for CE
and CB for the following values of source resistance: (a) 0 ; (b) 50 ; (c) 5 k().

A cascode amplifier employing BJTs works at a collector current of 500 pA and 3, = 200 for each
transistor. The output tuned circuit has a Q-factor of 100, and the total tuning capacitance is 47 pF.
Determine (a) the voltage gain, (b) the input resistance, and (c) the power gain. The source resistance
is 50 Q and the resonant frequency is 148 MHz.

An FET CS amplifier has identical tuned input and output circuits for which L = 10 uH and
O = 100 at the resonant frequency of 10.7 MHz without the transistor in circuit. The signal source
resistance is Ry = 1000 () and the transistor values are g,, = 1.3 mS, r; = 25 k(), Cy; = 2 pF, and
Cgs = 5 pF. Assuming Cy, = 0, calculate (a) the external capacitors C and C; required to maintain
the amplifier resonant frequency at 10.7 MHz, (b) the dynamic resistance of the input and output
circuits, excluding the damping effects of the transistor and the source, (c) the input and output
admittances including the damping effects of the transistor and the source, and (d) the voltage gain
referred to the source emf.

Repeat Problem 5.30 with Cy4, = 0.7 pF, assuming that the input and output circuits are tuned to 10.7 MHz.

An FET CS amplifier utilizes identical tuned input and output circuits for which Rp = 67 k() and Q =
100 at the resonant frequency of 10.7 MHz. Resonance includes Cg; and Cgj, but excludes the damping
effects of source and transistor. For the transistor, r; = 25 k() and g,,, = 1.3 mS, and it may be assumed
that Cyg = 0. The source resistance is 1000 (). Plot the magnitude and phase angle of the voltage gain
referred to source emf for a frequency range of approximately * 1% about the resonant frequency.
Repeat Problem 5.32 for Cy, = 0.7 pF, but use a frequency range of 10.2 to 10.4 MHz. From the
graphs, determine the new resonant frequency for this situation and explain why it is different from
that in Problem 5.32.

For a diode mixer, the b coefficient is 0.03 S/V, the peak oscillator voltage is 10 mV, and the peak
signal voltage is 1 mV. The transfer impedance of the output circuit at IF is 1000 (). Determine the
peak output voltage at IF.

For a BJT mixer, the conversion transconductance is 5 mS and the transfer impedance of the output
circuit at IF is 1000 (). Determine the peak output voltage at IF for an input signal voltage of 1 mV.
Given that the gate—source voltage to an FET mixer consists of sinusoidal signal and oscillator volt-
ages in series, determine an expression for the peak IF current in terms of the peak voltages and Ipgg
and Vp of the transistor. Hence, derive an expression for the conversion transconductance of the mixer.
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For a FET mixer, Ipgs = 15 mA and Vp = —4 V. Plot the output transfer characteristic for a gate—source
voltage range of —4 V to 2 V. Calculate the conversion transconductance given that the peak oscillator
voltage is one-half the magnitude of the pinch-off voltage. Calculate also the peak IF current for a peak
signal voltage of 1 mV.

For the balanced mixer of Fig. 5.10.5, Rg = 1 kQ). Calculate the peak IF current for (a) fundamental
and (b) third harmonic mixing for a peak signal of 1 mV.

For the filter transfer function of Eq. (5.11.2), given that R = 5 k() and C = 57 pF, determine (a) the
value of the transfer function at the —3-dB frequency. Calculate also the magnitude and phase angle
of the transfer function at (b) 400 kHz and (c) 800 kHz.

Derive Eq. (5.11.6). Given that T¢c = 100 ps, C; = 57 pF, C, = 100 pF, and C3 = 75 pF, calculate
the values of R| and R». Plot the magnitude and phase of the filter response for fin the range 0.1 f,
to 10 f. where f, is the —3-dB frequency.

Derive an expression for the —3-dB frequency for the switched capacitor filter of Fig. 5.11.4. For the fil-
ter, Tc = 100 ps, Cy = 47 pF, C; = 75 pF, and C3 = 47 pF. Calculate (a) the —3-dB frequency. Calculate
also the magnitude and phase of the relative response at frequencies (b) 400 Hz and (c) 800 Hz.
Applying the hybrid-m equivalent circuit, plot the frequency response of a common emitter transistor
amplifier using MATLAB.

Applying the hybrid-m equivalent circuit, plot the frequency response of an FET amplifier.

Derive the transfer function of the second order low pass filter given in Figure 5.11.2(a). Plot its
frequency response using MATLAB.

Show how the circuit given in Figure 5.11.2(a) can be modified to make it a second order high pass filter.
Plot the response.

Derive the transfer function of the circuit shown in Figure 5.11.4(b). Show that it is an LPF.

Draw the circuit diagram of a Universal filter using three OPAMPs. Show how it can be converted to an
oscillator.
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Oscillators

6.1 Introduction

Electronic communications systems could not operate without sources of sinusoidal electrical waves. Many
types of oscillator circuits are used to produce these sinusoids, and a few of the more commonly used ones
are analyzed on the following pages, in order to illustrate the general method.

Feedback oscillators, RC and tuned LC types, are discussed first. These circuits are applicable to fre-
quencies from the audio range up to the VHF range and may use any convenient three-terminal amplifying
device. Discussion here is limited to the bipolar transistor and the field-effect transistor. The crystal-controlled
oscillator is included as a tuned LC type, and a discussion of the factors affecting the frequency stability of
oscillators is included.

The principles of voltage-controlled oscillators (VCOs) are presented.

Although it is not an oscillator in its own right, the frequency synthesizer is included here because it
is revolutionizing the frequency-control scene in communications, making possible complex systems that
until recently have not been economically feasible.

6.2 Amplification and Positive Feedback

The oscillators to be considered in this chapter can be modeled as amplifiers with positive feedback, illustrated in
Fig. 6.2.1. Any small disturbance at the input to the amplifier, such as caused by noise, or a switching-on transient,
will be amplified, and part of the amplified signal is fed back to the input. Providing the feedback signal has suf-
ficient amplitude and is of the correct phase, the process can result in the buildup of a self-sustaining signal, or
oscillation. The purpose of analysis is to establish the amplitude and phase conditions necessary for oscillation.

In Fig. 6.2.1 the input v; is multiplied by the forward gain A to give the output v,. A fraction B of this
is fed back to provide the input v;. Thus, ABv; = v; or AB = 1 is the condition required to sustain oscilla-
tion. This is known as the Barkhausen criterion.

In practice, the usual conditions are that the amplification A is frequency independent and incorporates
a 180° phase change. In the closed-loop condition, the magnitude of A must equal the magnitude of 1/B
in order to sustain oscillations. The feedback network B is made up of passive components, which are the

173
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Figure 6.2.1 Oscillator block schematic.

frequency-determining elements. The feedback network also introduces a further 180° phase shift, so the
total phase shift is 360° around the closed loop.

Small-signal analysis is generally used to establish the starting conditions for oscillation and the frequency
at which oscillation takes place. It will be recalled that small-signal analysis utilizes impedance and admittance
concepts defined for sinusoidal waveforms. Thus the analysis yields the sinusoidal frequency of oscillation.

It will also be recalled that sinusoidal analysis implies steady-state conditions. In practice, the oscilla-
tions will pass through a transient stage from start-up to final steady state. In the final steady state, the tran-
sistor is usually working under large-signal conditions, so the small-signal parameters have no real meaning
under these conditions. What is important is that the small-signal analysis yields the minimum conditions nec-
essary for oscillations to be maintained and shows the dependence of the frequency on the circuit parameters.

It should be noted that since the feedback circuit is closed the Barkhausen equation AB = 1 is valid at
all times. The feedback network is a passive circuit, and so the amplifier gain must change automatically to
maintain A = 1/B as the oscillation builds up to the steady-state conditions.

In modeling the amplifier for small-signal conditions, one or other of the circuits shown in Fig. 6.2.2
will be used. These are based on the small-signal hybrid-m model introduced in Chapter 6. The input
impedance Z; will be the input impedance of the transistor in parallel with the input bias components. The
output impedance Z, is the output impedance of the transistor in parallel with the output bias components.

Z

0

(b)

Figure 6.2.2 Equivalent small-signal amplifier circuits utilizing (a) a voltage-dependent current generator and
(b) a voltage-dependent voltage generator.



Oscillators 175

The feedback impedance Z¢is that which exists within the amplifier, along with that provided by the external
feedback network B.

The circuit of Fig. 6.2.2(b) is readily obtained from that of Fig. 6.2.2(a) by converting the current
(Norton) source to the Thevenin equivalent voltage source.

6.3 RC Phase Shift Oscillators

The circuit for an RC phase shift oscillator utilizing a BJT is shown in Fig. 6.3.1(a), and the equivalent small-
signal circuit in Fig. 6.3.1(b). The amplifier portion is a common-emitter amplifier that introduces a 180°
phase shift, and the function of the RC network is to introduce a further 180° phase shift so that the AB = 1
condition can be realized.

Because this type of oscillator is used mainly in the audio-frequency range, the feedback path in the BJT,
consisting of the collector to base capacitance, presents a very high impedance and can be ignored. Likewise,
the input capacitance and the input biasing network are ignored, the input impedance being essentially the base
to emitter small-signal resistance r,. Also, the output capacitance of the amplifier may be ignored, and the out-
put impedance R, is the collector biasing resistor R in parallel with the small-signal output resistance .

For ease of design, the RC sections are made identical so that the final resistance consists of R| + r,, = R.
In practice, R is made sufficiently large for R; to be much greater than 7y, in order to minimize the effect of rp,
on the oscillations.

As discussed in Chapter 5, for the BJT rp, = B,/g,,, and since v, = ipryp,, the current source can be
rewritten as g,,Vp. = B,ip. Figure 6.3.1(c) shows the equivalent circuit used for the small-signal analysis.

Denoting Z = R — j/oC, the three mesh equations for Fig. 6.3.1(c) are

—ByisR, = (R, + Z)i; — Rir + Oi, (6.3.1)
0= —Ri; + (Z+ R)ir — Riy (6.3.2)
0 =0i| — Riy + (Z + R)ij (6.3.3)
R,
Vee

R B RC Vhe

C c C
| i
R R R
1
= = Tbe
i ng oVbe

(@) ’ (b)

C

C C
Dt
il i2 ib
(©

RO

BRaih

Figure 6.3.1 (a) RC phase shift oscillator, (b) equivalent circuit, and (c) simplified equivalent circuit.



176 Electronic Communications

Solving these equations for i;, gives

. p2
iy = —BoiR"R, (6.3.4)
A
where
A= (R, + Z)(Z>+2RZ) —RXZ+R) (6.3.5)

From equation 6.3.4 on, cancelling i;, from both sides gives the equivalent equation to the AB = 1 condition
for the RC phase shift oscillator as 1 = — B(,RZR(,/A. Expanding this gives

(R, + Z)(Z* + 2RZ) — R*(Z+ R) + R*R,B, = 0 (6.3.6)

Because complex impedances are involved, this is really two equations in which real and imaginary
parts must be equated separately. The imaginary parts yield, after some lengthy algebraic manipulation,

U S (6.3.7)

CRV6 + 4R,/R

Equating the real parts and substituting for o from Eq. (6.3.7) gives

4R,  29R (6.3.8)

=23 +
B, T

This is the minimum value that the transistor beta must have in order for oscillations to start.
It will be seen that the beta value required is dependent on the ratio R,/R and its reciprocal R,/R. It is
left as an exercise for the student to show that 3, has a minimum value when R,/R = 2.7.

— EXAMPLE 6.3.1

Determine the minimum beta required for a BJT RC phase shift oscillator, for which the small-signal output
resistance is 40 k(), and the collector bias resistor is 10 k(). The required operating frequency is 400 Hz.
Determine also the individual R and C values.

SOLUTION For minimum beta,

Hence
29
Bomin =23 +4X27+_— =445
2.7
reR.
ro + R,

s~ R=27X%XR,=216kQ

o

= 8 k()

From the frequency equation

I
C= = 450 pF
- 2 X X 400 X 21,600 X V6 + 4 X 2.7




Oscillators 177

It will be seen from this example that R is not very much greater than R,,, so the frequency of operation
will be influenced by changes that might occur in R,,. Also rp, will be a significant part of the final R value
in the feedback network, which means that the feedback will be affected by changes in rp,. Choosing a larger
value of R minimizes these effects, as shown in the following example.

— EXAMPLE 6.3.2

Determine suitable component and device parameter values for an RC phase shift oscillator required
to oscillate at a frequency of 800 Hz. The active device is a BJT, and the output resistance, including the
collector bias resistor, is 18 k().

SOLUTION R > R, should be chosen to minimize the effect of R, on frequency. Also, large R should
result in a large R; for typical values of rp,, thus minimizing any dependence of oscillation conditions on
Tpe- A number of values for R can be tried, and it will be found that R = 100 k() is reasonable. C may now
be determined from the frequency equation as

1
C =
2X m X fXRXV6+4R,/R

The required transistor beta is

= 767 pF

R, R
B,=23+4-2+29— = 185
R R

— o
A similar analysis technique can be applied for FETS, one difference being that, because of the high input

resistance of an FET, the final resistor in the RC chain is simply R taken to ground, as shown in Fig. 6.3.2(a). Also,
in this case it is best to work in terms of the device g, since current gain has no particular meaning for an FET.

c ¢ cC
1t
%R %R %R Rg

()
C C C
A
Ra
+ngovi -

(b)

Figure 6.3.2 (a) RC phase shift oscillator utilizing an FET as the active device. (b) Equivalent circuit.



178 Electronic Communications

The analysis for the FET circuit follows along the same lines as for the BJT version, and the result for
the frequency of oscillation is the same. The starting conditions require that

gmR =23 + 4R, + 2R (6.3.9)
R R,
This can be rearranged as
2
R, R,
R, =29 + 23— + 4|— (6.3.10)
Emito R (R)

The reason for writing the equation in this latter form is that g,,R,, is the open-circuit voltage gain of
the amplifier section. Again, keeping in mind that because the oscillator is a closed circuit, if oscillations
occur at all, the equation applies at all phases of the oscillation buildup and steady state. What happens is
that the bias currents will automatically adjust so that the equation conditions are met, but this means that
the transistor parameters g,, and r, will change as the oscillation level changes.

— EXAMPLE 6.3.3

An FET RC phase shift oscillator is required to generate a frequency of 1000 Hz. The output resistance
of the FET amplifier is 5 k(). Determine the values of the other components.

SOLUTION
Choose R > R, to minimize the effects of R, on frequency. Try R = 100 k() to get

1
C= = 639 pF

2XmX 100X 10° X \/6 + 4 x —
100

The required open-circuit voltage gain is

5 5\
=294+ 23X —— 44X [—]| =
A, =29+ 23 100 4 (100) 30

Hence

30
= = 6mS
_ &m = 5000 ~ O™

6.4 LC Oscillators

LC circuits provide the most convenient means of achieving oscillation at high (radio) frequencies. Before
analyzing a few of the more common circuits, the general form will be examined. Figure 6.4.1 shows a BJT
with a tuned circuit feedback network consisting of Z, Z5, and Z5. The small-signal equivalent circuit is
shown in Fig. 6.4.1(b). It will be seen that the transistor impedances can be combined in parallel with the
feedback impedances, resulting in the simplified equivalent circuit of Fig. 6.4.1(c).
The nodal equation for the output node is
bod ) i (6.4.1)

—guV1 =W+ —| — =
8mV1 2(23 Z2 Z3
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) ' ©

Figure 6.4.1 (a) General form of an LC oscillator. (b) Equivalent circuit. (c) Simplified equivalent circuit.

Also, v is seen to be

v = Uzi (6.4.2)
Z| + Z4
Combining these two equations and simplifying yields
_ngIZZ = Z] + ZZ + Z3 (643)

This is equivalent to the general condition stated previously, AB = 1.
In some situations it is easier to work with admittances Y| and Y, rather than impedances Z; and Zj.
Dividing through Eq. (6.4.3) by ZZ, gives

_gm:YI + Y2+Z3Y1Y2 (644)

Colpitt Oscillator

The circuit for the Colpitt’s oscillator utilizing a BJT is shown in Fig. 6.4.2(a) and the equivalent circuit in
Fig. 6.4.2(b). For the Colpitt’s oscillator, since the components at the input and output are connected in par-
allel, Eq. (6.4.4) is the more convenient one to use [see Fig. 6.4.2(c)]. For the moment, the admittances will
be expressed generally as Y| = G| + jB| and Y, = G, + jB,, while the feedback impedance is Z3 = r +
JjoL. It is assumed that feedback through G, is negligible in comparison to that through Z3. Thus Eq. (6.4.3)
becomes

—8&m = G1 T jB1 + Gy + jBy + (r + joL)(G; + jB1)(G; + jBy) (6.4.5)
The real and imaginary parts of this have to be equated separately. The imaginary part is

B, + By + oL(G1Gy — B1By) + r(B1G, + BpGp) =0 (6.4.6)
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Figure 6.4.2 (a) Colpitt’s oscillator. (b) Small-signal equivalent circuit. (c) Simplified small-signal equivalent circuit.

Now, B| = wCj and B, = (), and algebraic manipulation of the imaginary part yields

2 r r L
O LCIC=Ci|1+— | +C|1+—| + — (6.4.7)
Ry Ry RiRy

The substitutions G; = 1/R; and G, = 1/R; have been made. Now, since Ry (= rp,) and Ry (= R,= Rl r.)
are generally in the kilohm range while r is a few tens of ohms at most, it is seen that this equation reduces to

L
W LCICy = Cp + Cy + —— (6.4.8)
RiRy

This can be put into the form

W Ly 1 (6.4.9)
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Where C; is the series combination of C; and C,. Further simplification requires a knowledge of component
values. In general, values will be chosen to reduce the dependence of the frequency of oscillation on the tran-
sistor parameters so that the second term on the right-hand side becomes negligible. Hence

W= L (6.4.10)

The real part of the general expression is

—8m = G1 + Gy + 1(G1Gy — B1By) — wL(B1G, + ByGy)
= G| + Gy + 1(G1Gy — 0*C1Cy) — 0’L(C1G + C2Gy) 6.4.11)

This gives the maintenance conditions in terms of the frequency. The equation can be solved in the form
given, or the substitution o’ = 1/LC; may be made. Also, the dynamic impedance of the tuned circuit is
given by Rp = L/Cyr, and substituting this, along with G; = 1/R and G, = 1/R,, yields, after consider-
able manipulation,

gmzl(CZ_V)+1C1+1 C1+C2+2) (6.4.12)
Ri\CT R RyC, Rp\Cy C
Again, for the usual condition that R, > r, this reduces to
1/(C 1 C 1 (C C
gm:(Z) L LG 71+72+2) (6.4.13)
R\ Cy Ry, C; Rp\Cy (

For the BIT, Ry = rp, = By/gm» and hence the condition for start of oscillation becomes

R (6.4.14)
Rp

1 C c Re:
gm( 2) - 1+(1+2+2

c  C

Since C; and C, are of the same order of magnitude, then assuming the transistor beta is reasonably
large (> 50), this reduces to

Ry=— +—*=
82 =0, TRp\G, G

G | R (Q L& 2) (6.4.15)
— EXAMPLE 6.4.1

Circuit values for a BJT Colpitt’s oscillator are L = 400 wH, C; = 100 pF, and C, = 300 pF. The inductor
Q-factor is 200, and for the transistor amplifier, R, = 5 k() and B, = 100. Determine the transistor g,, for
startup conditions and the frequency of oscillation.

SOLUTION The tuning capacitance is

Ci1C,
= =75pF
C) + G
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An estimate of the frequency of oscillation is obtained as

|
=———F——— = 092MHz
/ 2 X m X VLC;

The dynamic impedance of the tuned circuit is

RD = & = 2.9 MQ
0, Cy
The coil series resistance is
w,L
r= = 11.6Q
0

The capacitor ratio is C;/Cy = %, and therefore 1

— (C/B,C1 = 1. The starting value of g,, is therefore

given by
S R (1+3+2) X ————— = 66.7 uS
fm 75000~ 3 (3 20x 100 P
Assuming the input resistance is that of the transistor alone,
Rl = rbe:& = 1.5MQ
8Em
The actual starting frequency is therefore obtained from
1 1
S
LC;  RiR,Ci(Cy
1014 1010
=+
3 2.25
14
= (rad/sec)2
3
Hence the frequency is
f 10’ 0.92 MH timated ab
=—~— = 0. z as estimated above.
- 2X X V3

For the FET circuit, Ry may be assumed very high, approaching infinity, so that the first term in
Eq. 6.4.13 may be neglected. Hence the condition for start of oscillation is

C, R (C, C
o Ry = L +72(71+72+ 2) (6.4.16)
G Rp\G €
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This is seen to be the same as that for the BJT. As before, g,,,R; is the open-circuit gain of the amplifier section.
Again, keeping in mind that because the oscillator is a closed circuit the operating point on the transistor will
change to maintain AB = 1, and because the transistor moves into the large-signal mode, the small-signal
parameters have no real meaning for the steady-state condition.

Clapp Oscillator

The Clapp oscillator is a modified version of the Colpitt’s circuit, where the inductance is replaced by a series
LC circuit, as shown in Fig. 6.4.3(a). Figure 6.4.3(b) shows an alternative coupling arrangement, which can
also be used with the Colpitt’s oscillator. In the circuit of Fig. 6.4.3(b), capacitor Cp effectively grounds the
base of the transistor, and the feedback voltage is developed across the emitter resistor Rg.

The series LC3 branch can be replaced by an effective inductance Lef. The reactance of this branch is
given by

(6.4.17)

1
wlaoff = 0L — ——
eff ® C3

(b)

Figure 6.4.3 (a) Clapp oscillator. (b) Alternative coupling arrangement.
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The effective inductance is therefore given by

(6.4.18)

Legg =L — —
o C;

With the Clapp circuit, the feedback capacitive tap formed by Cy and C is fixed, so the starting condi-
tions are independent of oscillator tuning. Also, relatively large values of these capacitors can be chosen so that
the transistor capacitances have less effect on the frequency. The reactance of the inductive branch changes
more rapidly with frequency than that of an inductor alone, which improves frequency stability, assuming the
inductance remains constant. However, for the same reason, variations in L, resulting for example from tem-
perature variations, will have a greater effect on frequency than would occur in the Colpitt’s circuit.

The analysis is similar to that for the Colpitt’s circuit, but with the complication that Lg, which is
frequency dependent, must be used in place of L. The results of the analysis are

Slo b1 (1 _ 21 ) (6.4.19)
LC;  RiRy GGy o LC3

where

LT .1 (6.4.20)
G G G G

The equation for w is a quartic (to the fourth power) and is difficult to solve. However, in practice the
component values are chosen to make the second term on the right-hand side negligible, so the frequency of
oscillation is given by

2 1 (6.4.21)

0w = —
LC,

The small-signal analysis also yields for the starting conditions

(6.4.22)

1/C 1 C 1 C,C
e t(@) Lo, Lac

- R\CI] R Gy Rp P

Hartley Oscillator

The circuit for the Hartley oscillator is shown in Fig. 6.4.4. The analysis of this circuit is complicated by the
fact that mutual inductance exists between the two sections of the tapped inductor, and only the results of the
small-signal analysis will be summarized here. The frequency of oscillation is given by

W= L (6.4.23)
LC

where L = L1 + L, + 2M is the total inductance of the coil. The starting condition is

L R L, + M
2 2+2

= 5 (6.4.24)
(Ly + MY(Lo + M) Rp  Li + M

gmk>

As before, R| = rpe, R» = Ryp= R, Il ., and Ry = L/Cr is the dynamic resistance of the tuned circuit.
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Figure 6.4.4 (a) Hartley oscillator. (b) Small-signal equivalent circuit.

It is assumed that R; is large enough to be ignored and that R, > r, the coil resistance. Since the induc-
tance terms in Eq. (6.4.24) are roughly of the same order, then for Rp > R» the starting conditions reduce to

L+M (6.4.25)

Ry =
Em2 = A M

6.5 Crystal Oscillators

The characteristics of quartz piezoelectric crystals were discussed in Section 13 on filters. Their use as the
frequency control elements in oscillator circuits is discussed here. Crystals can be used to control any of the
tuned LC oscillators that were discussed previously by appropriate connections. The crystal may be used to
replace an entire LC tank circuit, or it may be used to replace one of the reactances in a tank circuit. The
Pierce crystal oscillator circuit illustrates the method.

The Pierce oscillator, like the Clapp oscillator, is basically a Colpitts oscillator in which the inductor is
replaced by the crystal. The circuit is shown in Fig. 6.5.1(a), with an equivalent circuit shown in Fig. 6.5.1(b) in
which the crystal has been replaced by its equivalent circuit. The resonant frequency of the circuit is determined

Figure 6.5.1 (a) Pierce crystal oscillator. (b) Equivalent circuit.
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by the series resonance of the circuit made up of Cy, C», C and L. C and C; are both very much larger than
C;, so the resonant frequency is almost entirely dependent on the value of C;, with little dependence on the input
capacity of the amplifier, Cy, and C,. The resonant frequency is almost the series value of the crystal itself.

Any energy withdrawn from the circuit to drive successive amplifier stages is the equivalent of spoiling
the Q of the crystal, and special coupling circuits must be used to minimize the loading effect. In practice,
a parallel tank circuit tuned to the desired frequency is placed in the collector circuit, and the next stage is
transformer coupled through this tank. The load impedance presented to the amplifier can thus be increased
to the point where it does not greatly affect the crystal Q.

6.6 Voltage-controlled Oscillators (VCOs)

Voltage-controlled oscillators (VCOs) are found in many applications, such as in automatic frequency control,
preset tuning of radios, and phase locked loops (PLLs). These applications are discussed later in the text, but
the general principles are similar in all cases. The oscillator is designed so that its frequency can be varied by
means of a control voltage, which may for example be applied through operation of a switch or automatically
as part of a feedback loop.

Figure 6.6.1(a) shows how the frequency of a Clapp oscillator may be controlled by means of a voltage
applied to a varactor diode, which forms part of the tuning circuit. The varactor diode is a reversed biased pn

Varactor

bias
Varactor

diode

Cy]

Va

(b)

Figure 6.6.1 (a) Voltage-controlled Clapp oscillator. (b) Capacitance/reverse voltage curve for a varactor diode.
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junction diode, the name varactor being coined from variable reactor. The capacitance of a pn junction is a
function of the applied reverse bias voltage, the relationship being given by

Cy= G — (6.6.1)
5]
1 - =
¥
C, is the diode capacitance at zero bias (V; = 0), { is the contact potential of the junction, which may
be assumed constant at approximately 0.5 V, and the index a depends on the type of junction. For an abrupt
junction, a = 1/2 and for a linearly graded junction, « = 1/3. This parameter is under the control of the

manufacturer, so diodes with different characteristics are available commercially. V is the voltage applied
across the diode, negative values representing reverse bias.

— EXAMPLE 6.6.1

The zero bias capacitance for an abrupt junction varactor diode is 20 pF. Calculate the capacitance when
a reverse bias of —7 V is applied.

SOLUTION

20
Cq=————5 =516 pF

=D\"
- (1 05 )

By altering the bias across the diode, the frequency of the oscillator is changed.

— EXAMPLE 6.6.2

The varactor diode of Example 6.6.1 is connected in a Clapp oscillator as shown in Fig. 6.6.1(a). The other
values for the oscillator are C| = 300 pF, C5 = 300 pF, C¢ = 20 pF, and L = 100 pnH. Calculate (a) the
frequency for zero bias and (b) —7-V reverse bias.

SOLUTION With zero applied bias, the total tuning capacity is

1
= = 9.38 pF
G=7 T 11 38p

—+—+
300 300 20 20
Hence the frequency of oscillation is

1

f= = 5.2 MHz
2% mx V104 x 9.38 x 1012
With a reverse bias of —7 V, the new tuning capacity becomes
1
C = = 4 pF
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Hence

1
f= = 7.97 MHz

2xax V104 x4 x10”

12

VCOs can be designed using operational amplifiers, and indeed the complete VCO circuit can be
fabricated as a single integrated circuit. The circuit shown in Fig. 6.6.2(a) illustrates a VCO circuit utilizing
LM3900 operational amplifiers manufactured by National Semiconductor Corporation. The VCO consists of
an inverted integrator, a noninverting Schmitt trigger, both using the LM3900, and a switching transistor Q.

Amplifier type LM3900 is known as a Norton amplifier because it works on current inputs rather than
voltage inputs. Each terminal, inverting (—) and noninverting (+), is always at one diode voltage drop Vgg = 0.5
V above ground. The arrow pointing into the noninverting terminal is to indicate that a controlling current may
be fed in at this terminal. The current into the inverting terminal is forced to mirror the input current to the non-
inverting terminal. Assuming for the moment that transistor Q is in the off state so that current /, flows into the
noninverting terminal, the equations for the integrating amplifier are

_ Ve~ Vi (6.6.2)
Ry

I

Ve = Vi (6.6.3)

Schmitt trigger

R(’)
VCC

(2)
Voo

(b) (c)
Figure 6.6.2 (a) VCO utilizing Norton amplifiers. (b) and (c) Output waveforms.
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where V is the control voltage. While the output from the Schmitt trigger is high, transistor Qy is turned on,
and the current I, is shunted to ground through Q1. Current /; therefore charges the capacitor, and the rate
of change of the output voltage from the inverting integrator is

Vo1 _ _ I (6.6.4)
dt C
Since I is constant as shown by Eq. (6.6.2), the rate of change gives the slope of the curve, or
5= -4 (6.6.5)
C

The output voltage from the integrator is sketched in Fig. 6.6.2(b). When the integrator output voltage
reaches the lower switching limit of the Schmitt trigger Ving, the Schmitt trigger switches to a low output,
transistor Q1 turns off, and current I, flows into the noninverting terminal of the integrator. The current mir-
ror in the LM3900 requires an equal current to flow into the inverting terminal, and this is supplied from the
output of the integrator through C. Thus the charging current for C becomes (I; — 1), and the rate of change
of integrator output voltage is

dVol _ L — I

dt C

(6.6.6)

Current I, is also constant, as given by Eq. (6.6.3), and by making R| = 2R, then I, = 2/; and the slope
becomes

S, — L (6.6.7)
C

Thus the output voltage from the integrator is a symmetrical triangular waveform, and the magnitude
of the slope can be written as

I
§=ls]=ls,| =L (6.6.8)
1 = 3ol = 2
The half-period of the triangular wave is

T _ Ving — ViNL

2 S

_ C€(Vinm ~ ViNL) (6.6.9)
I

Hence the frequency of the VCO is
pa
T
_ ul (6.6.10)
2C(ViNe — ViNL)

I is a linear function of the control voltage as shown by Eq. (6.6.2), and hence the frequency is also a
linear function of the control voltage. The high and low voltages of the Schmitt trigger are set by the resistor
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values Rj3, Rs, and Rg, and design details will be found in Application Note AN-72, published by the National
Semiconductor Corporation.

The multivibrator circuit of Fig. 6.6.3 is another form of integrated circuit VCO. In the steady-state
condition, as Q; and Q, alternately switch on and off, the capacitor charging current alternates between the
steady values * I; since the constant current source connected to the emitter of the off transistor must draw
its current through C. In Fig. 6.6.3(a) for example, Q; is shown in the off state. The rate of change of capac-
itor voltage, which is the slope of the capacitor—voltage/time curve is therefore

I
§= =+ — (6.6.11)
C
Denoting by Vp the voltage required to keep a transistor biased on, detailed analysis (see, for exam-

ple, Analog Integrated Circuits, by Paul R. Gray and Robert G. Meyer, 2nd ed., 1984, published by John
Wiley & Sons) shows that in the steady state, the capacitor voltage alternates between *Vp as shown in

4 ¢ Vee
Os Os
< 03 O, p
0O (off) 9
r'4 N
T T lzl1
I
11
1T +
Vear
Vee
¢ 0, Oy
Ill R R lll
T
(@)
Veap 12

(b)
Figure 6.6.3 (a) Multivibrator VCO. (b) Its switching characteristics.
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Fig. 6.6.3(b). Over one half-cycle, the capacitor voltage changes by a total amount 2Vp and hence the half-
period is given by

Z _ 2Vp
2 S
7= VpC (6.6.12)
I
The frequency of oscillation is given by
P
T
__h (6.6.13)
4CVp

The collector current of transistor Oy, which forms a constant current source, is given by
/
I = Ie"F7'VT (6.6.14)

where Vr = 26 mV at room temperature, and I is the saturation current, a transistor parameter. The
base—emitter voltage is given by

Veer = Ve — IR (6.6.15)

Thus the relationship between the control voltage V¢ and the current /; is

1
Ve = IR + VTInI—l (6.6.16)
N
This is a nonlinear relationship; however, the linear term (/1R) varies much more rapidly than the log-
arithmic term, and the circuit parameters can be chosen to make the linear term dominant over the required
range of operation, so the relationship becomes V- = I|R + constant (see Problem 6.21). Thus /; is linearly
dependent on V¢ and hence the frequency, as given by Eq. (6.6.13), is also linear in V.

6.7 Stability

The stability of oscillator operation can be discussed from a number of points of view. First, will the oscil-
lator produce the desired frequency? Will the oscillator start up by itself and maintain oscillations under all
normal load conditions? Will it maintain oscillations at the desired level under all load conditions? Will it
produce a sinusoidal output, or will it contain harmonics? These topics will each be discussed in turn.

Frequency Stability

Although the inductance and capacitance in the feedback network are the main frequency determining ele-
ments, as the analyses in the previous sections show, other circuit components also affect the frequency.
Amplifier output and input resistances and circuit resistances spoil the Q and broaden out the impedance
curve near resonance. Also the transistor-capacitances can vary over a wide range, depending on the ampli-
fier supply voltage, temperature, and loading, and unless some effort is made to reduce these effects, they
will cause changes to occur in the resonant frequency.
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The amount of change occurring in the amplifier parameters can be reduced by providing power to the
amplifier from a voltage-regulated source and by using a buffer amplifier with a high input impedance to iso-
late the oscillator from successive stages. Temperature effects can be minimized by operating the oscillator
at low power levels and providing thermal isolation against ambient temperature variations. (The whole
oscillator circuit may be mounted in a temperature-regulating oven, for instance.)

Isolation of the tank circuit from the amplifier parasitics can be improved by means of impedance
transformation. In the Hartley oscillator this may be accomplished by providing a second tap point on the coil
L so that the amplifier input capacity only appears in parallel with a fraction of L Furthermore, the ratio L/C
can be increased (within limits) so that the reactance of the coil L is very much larger than the parasitic reac-
tance and its detuning effect will not be so pronounced. For the Colpitts circuit, the ratio C/L can be increased
so as to swamp the parasitic capacity, but the degree of improvement is limited by the small size of coil that
may result.

The Clapp circuit provides a greater degree of stability, because the oscillating frequency is almost
entirely due to the series reactance of Z3, and any convenient values of L3 and C3 may be used to yield the
correct frequency. Isolation from the amplifier may be improved by several orders of magnitude. The price
that must be paid for this improvement, however, is that more gain is required from the amplifier to main-
tain oscillations, and the frequency is more susceptible to changes in L3.

The tuned circuit itself may experience changes of parameters that will cause a change of oscillator fre-
quency. Temperature changes can cause significant changes of parameters. These temperature changes may
be partially compensated by choosing elements whose temperature coefficients cancel out in the circuit, and
the whole circuit may be placed in a temperature-controlled environment. Each component in the tank circuit
must be a rigid entity and must be protected from mechanical vibrations. Even very small distortions of a coil
will cause a shift of the oscillating frequency. Microphonics, or changes of the tank-circuit parameters by
sound waves or mechanical vibrations, cause frequency modulation of the oscillator and are a common and
serious problem. Acoustic shielding and shock mounting are a must for the oscillator.

A low Q in the tank circuit (because of coil resistance or loading) results in a broadening of the notch
that appears in the impedance-versus-frequency curve for the tank circuit. The result is that the frequency of
oscillation can shift a considerable amount near the true oscillation frequency. The higher the O becomes,
the less this shift is allowed to become. Circuit Q’s from 10 to 1000 are practical in ordinary LC circuits and,
with careful design, yield frequency stabilities to about 1 part in 10*. For stabilities greater than this, crys-
tals must be used. A quartz crystal run at ambient temperature can give stabilities of about 1 in 105, while
a temperature-controlled oscillator can give about 1 in 10°.

Self-starting

Self-starting is ensured by guaranteeing that the amplifier is biased to a point before oscillation begins where its
gain provides several decibels more than the minimum according to the Barkhausen criterion. If self-starting is
to be guaranteed under all operating conditions, it is necessary to make sure that the amplifier is unaffected by
temperature and supply variations.

Amplitude Stability

The amplitude of oscillations is determined by factors that reduce the amplifier gain to the point where the
loop gain is unity. These factors include an inherent nonlinearity of the amplifying device, such as the onset
of saturation or self-bias, and an externally provided amplitude clipper. In any case, the amplitude is subject
to variation with load, operating conditions, and supply variations.
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A more stable mode of operation can be obtained by using an amplifier whose gain can be controlled by
the application of an external bias voltage. An amplitude detector is used to provide a bias voltage that increases
with increasing signal amplitude, and this increasing bias is used to decrease the gain of the amplifier (automatic
gain control). Very good amplitude stability can be obtained by these means, even under varying load conditions.

Linearity

Some harmonic distortion will result in the output waveform of any oscillator that relies on the amplifier
nonlinearity to limit oscillation amplitude. The larger the signal amplitude is allowed to become, the more
pronounced is the nonlinearity of operation, and the more harmonic content that will be produced.

Linear operation with a minimum of harmonic generation can be obtained by operating the oscillator at
signal levels well below the total range of the amplifier used. The degree to which this can be done is limited by
the amount of gain margin necessary to start and maintain oscillations, because the reduced amplitude is obtained
by reducing the loop gain. A more reasonable way to do this is to use an amplifier that does operate linearly over
a wide range of amplitudes, and to use a feedback system to limit the amplitude of oscillations to well within the
linear region of operation. Practically pure sinusoidal output can be obtained by this latter method.

6.8 Frequency Synthesizers

The frequency synthesizer is not a frequency generator in the same sense as an oscillator, but is a frequency
converter, which uses a phase-locked loop and digital counters in a phase-error feedback system to keep the
output running in a fixed phase relation to the reference signal. Output frequency stabilities are determined
by the stability of the reference oscillator, which is typically a crystal-controlled oscillator circuit.

The principles of the frequency synthesizer were developed about 1930 but only found application in
very sophisticated equipment because of the cost of the components. Microcircuit chips designed especially
for this application are available now at very low cost, and frequency synthesizers are finding increasing
application for channel selection in communications equipment.

Phase-locked Loop (PLL)

The heart of the frequency synthesizer is the phase-locked loop. A simple phase-locked loop is illustrated in
Fig. 6.8.1, and its operation may be described as follows. A stable oscillator produces a square-wave reference
frequency f,, which provides one of the inputs to the phase-detector circuit. This reference frequency may be
any convenient value, but is usually chosen so that a crystal oscillator circuit may be used. A voltage-controlled
oscillator (VCO) generates the final output frequency f, and is designed so that it will tune over the whole range
from the minimum frequency to the maximum frequency desired. Its output is fed directly to the load and also
is used to drive a programmable binary counter that provides the function of frequency division (+ N, where
N is the number programmed into the counter). The output of the counter is a square wave at the reference
frequency which provides the second input to the phase-comparator circuit.

The phase comparator is a circuit which produces a dc signal whose amplitude is proportional to the
phase difference between the reference signal f, and the counter output f,/N. This dc signal is filtered to
smooth out noise and slow the response of the circuit to prevent overshoot or oscillations and is applied as
the control input to the VCO. When the phase difference between the two signals f;,. and f,/N is zero, the dc
output from the phase comparator is just exactly that needed to tune the VCO to the frequency Nf,. If a phase
difference exists between the two, the bias applied to the VCO will change in a direction to raise or lower
the frequency f;, just sufficiently so that the phase difference will disappear. Once the VCO output reaches
the value Nf,, it will “lock onto” that frequency, and the feedback loop will prevent it from drifting.
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Figure 6.8.1 Basic phase-locked loop frequency synthesizer.

The output frequency f, is adjusted to a new value by changing the number by which the counter
divides. This is accomplished by means of thumbwheel switches or by means of a register into which a new
number for N can be entered to control the set point of the counter. The number N is the number of pulses
that the counter will count before it recycles, coded in binary.

Prescaling

The simple frequency synthesizer described will only produce output frequencies that are integer multiples of the
reference frequency f;. If other frequencies intermediate between these values are desired, prescaling must be used.
Another reason for the use of prescaling is because at high frequencies (above 100 MHz) programmable counters
are not available. Fixed-modulus prescale counters are used to count down to a frequency below the 100-MHz
limit, and then the prescaler output can drive a low-frequency programmable counter, which is readily available.

Figure 6.8.2 shows how a prescaler circuit can be used to allow division by a noninteger number
(a number that contains a fractional part). The prescaler circuit is a two-modulus counter; that is, in one mode
it produces an output for every P input pulses, and in the other mode an output for every P + 1 pulses. Two
low-frequency programmable counters count the output pulses from the prescaler circuit, the main counter
counting B pulses and the second counter counting A pulses.

At the beginning of a cycle, both counters are set to their programmed numbers (that is, B and A). As
long as the A counter contains a nonzero number, the prescaler will be conditioned to count in the P + 1 mode,
so the counter chain will count down for (P + 1)A pulses until the A counter goes to zero. At this point, the
prescaler circuit will be forced to count in the P mode, and also the input to the A counter will be turned off
so that the A counter will remain in the zero state until the B counter completes its count. At the point where
the A counter has reached the zero state, the B counter will contain the number (B — A) and will then proceed
to count down from (B — A) on every Pth pulse from the output. When the B counter reaches zero, both coun-
ters reset to their programmed numbers, and the cycle begins again.

The result of this prescaling procedure is shown in Eq. (6.8.1), which relates the output frequency to
the reference frequency in terms of the three counter moduli.

Jfo = Nfy

B+ A P
|5+ 525
[(B—A)(P) + (AP + DIfy (6.8.1)
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Figure 6.8.2 Frequency synthesizer using prescaling.

Since any fractional number may be stated to a very close approximation as the ratio of two integers,
the number of precise frequencies that may be “dialed up” on this frequency synthesizer is very much
expanded. A further advantage is that only the prescaler circuit need operate at very high frequencies, and
the programmable counters can be made from readily available low-frequency components.

Applications

The most obvious application of the frequency synthesizer is as a digitally programmed (manual or remote)
signal generator that may be used for testing purposes, frequency measuring at radio-monitoring stations, or
in laboratory frequency-measuring apparatus. Because of the ease of remote setting of the digital numbers
to select the output frequency, the synthesizer is increasingly being used in computer-controlled testing sta-
tions and other computer-controlled apparatus.

The frequency synthesizer is also used in multichannel communication link transceivers, where it is
necessary to frequently switch from one channel to another. The frequency synthesizer generates the local
oscillator frequency for the receiver mixer and also the primary frequency source for the transmitter. The
switching is usually done manually, but may also be done automatically, as would be the case in a frequency-
diversion system. Since the output frequency will have a stability comparable to that of the reference, which
may be a crystal oscillator, the flexibility of a variable-frequency oscillator is obtained with the stability of
the crystal oscillator. Since most of the components used are inexpensive microcircuits, the result is high-
quality but inexpensive communication equipment.



196

6.1.

6.2.

6.3.

6.4.

6.5.

6.6.

6.7.
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Electronic Communications

PROBLEMS

Calculate the frequency of the RC phase shift oscillator of Fig. 6.3.1(a) given that CR = 10 *sand
R,/R = 5. Calculate also the minimum value of 3, required for these values.

By plotting Eq. (6.3.8) for 2 = R,/R = 3, verify that the minimum in 3, occurs at R,/R = 2.7. Plot
also the frequency as a function of R,/R given that CR = 10~ %s.

For an FET RC phase shift oscillator, g,, = 12 mS and R, = 34 k(). Calculate R and C required for
a frequency of 800 kHz.

Does the ratio R,/R have a value that minimizes the open-circuit voltage gain of the FET device in
an RC phase shift oscillator, similar to that for the 3, of the BJT oscillator? Give reasons for your
answer.

Determine the minimum value which 3, can have for a BJT used in the RC oscillator of Fig. 6.3.1.
Given that in an actual oscillator B, = 50, determine the two possible values of R,/R.

For the LC oscillator of Fig. 6.4.1(c), Z; = Z, = —j100 Q, and Z3 = 10 + ;200 . Find the mini-
mum value of g, required to sustain oscillation.

For a Colpitt’s BJT oscillator, C; = C, = 70 pF, r = 5Q, L = 15 pH; Ry = 10k, and R, = 10 k().
Calculate and compare the frequency obtained using Egs. (6.4.7), (6.4.9) and (6.4.10).

For a Colpitt’s BJT oscillator, C; = 120 pF, C; = 70 pF, r¢, = 25 kQ, L = 3 mH, and R¢c = 10 k().
The Q-factor of the tuned circuit alone is 75. Calculate the transconductance required to sustain oscil-
lation, and the frequency.

For a Colpitt’s BJT oscillator, C} = C5 = 100 pF, Cp, = 10 pF, C, = 7 pE, 1. = 25kQ, r =7 Q,
L = 100 pH, and R = 5 k(). Calculate the transconductance needed to sustain oscillation, and the
frequency.

For a Colpitt’s FET oscillator, C; = Cy = 200 pF, r = 4 Q, L = 50 pH, r; = 25k, and Rc = 15 k().
Find the open-circuit voltage gain and the frequency.

The Colpitt’s oscillator of Problem 6.7 is converted to a Clapp oscillator by the addition of a capac-
itor C3 = 5 pF in series with the inductor, the other values remaining at C; = C, = 70 pF, r = 5 (),
L =15 pH, R; = 10k(, and R, = 10 k(). Determine the frequency of oscillation and the transcon-
ductance required to start oscillation.

Rearrange Eq. (6.4.19) as a function of frequency and, using the values from Problem 6.11, plot this
function over the range from 19.64 to 19.65 MHz in steps of 0.001 MHz. Determine from the graph
the oscillation frequency and compare with the result obtained in Problem 6.11.

For a Hartley oscillator, Ly = 15 pH, L, = 20 pwH, M = 10 pH, C = 70 pF, R, = 10 k{}, and
Rp = 80 kQ. Calculate (a) the coefficient of coupling &, (b) the frequency, and (c) the open-circuit
voltage gain using both Egs. (6.4.24) and (6.4.25).

For a Hartley oscillator the inductor is tapped at exactly the midway point. Determine the open-circuit
voltage gain required for start-up of oscillation. Assume Rp > R».

A crystal oscillator has the crystal connected between the amplifier input terminals, and a parallel-
resonant tank circuit connected between the amplifier output terminals. A small capacitor provides
the feedback path between the input and output. The crystal is series resonant at 1.50000 MHz and
parallel-resonant at 1.50001 MHz. (a) To what frequency must the output tank circuit be tuned to
guarantee oscillations? What will the frequency of oscillation be? How stable is this in parts per
million? (b) If the tank circuit were tuned to the second harmonic, would the circuit still oscillate?
(c) At what frequency would the crystal vibrate under these conditions?
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6.16.

6.17.

6.18.

6.19.

6.20.

6.21.

6.22.

6.23.

6.24.

6.25.

6.26.

6.27.

6.28.

On a common set of axes, plot the capacitance — voltage curves for abrupt and linear graded junctions
for the voltage range —7 V = Vp = 0. A built-in potential of ¢y = 0.5 V may be assumed.

A Clapp oscillator has C; = C; = 70 pF, L = 15 pH, and Cj is a varactor diode for which ¢y = 0.5V,
a = 0.5V, C, = 7pF, and bias = —7 V. A low-frequency sinusoidal signal of peak value 10 mV is
applied in series with the bias. Plot the resultant frequency over one cycle of the signal voltage.

The low-frequency signal of problem 6.17 is changed to a linear function of time, ranging from 10 to
15 mV. Plot the oscillator frequency as a function of this voltage, and use linear regression to deter-
mine how close the plot is to a straight line.

For a VCO, VINH =8 V, VINL =2 V, C = 500 pF, VBE = 0.5 V, Rlz 0.5 kQ,VC =35 V, and
R, = 0.5R;. Calculate the slope S of the output waveform and the periodic time 7.

For the VCO of Problem 6.19, given that the control voltage consists of a bias of 3.5 V in series with
a low-frequency sinusoidal signal voltage of 0.5 V peak, plot the frequency over one cycle of the sig-
nal voltage.

For the circuit of Fig. 6.6.3, the values are R = 500 Q, I, = 10" "~ A, and V7 = 26 mV. Given that
—0.5 mA = I} = 0.5 mA, plot the control voltage V¢ as a function of /] in 0.5-mA steps. Using lin-
ear regression, find the best straight-line fit to the plot. State, with reasons, the parts of Eq. (6.6.16)
that contribute to the intercept and to the slope.

14

For the circuit of Problem 6.21, the control voltage consists of a fixed bias Vgiag = 3 V in series with
a small-signal voltage. Calculate the frequency when the small-signal voltage is zero. Plot the change
in frequency as a function of small-signal voltage in steps of ImV,when this varies between £5 mV.
The frequency synthesizer in Fig. 6.8.2 is run from a 1.0000-MHz crystal reference oscillator to pro-
duce an output of 146 MHz. The main counter will only work up to 80 MHz, and a prescaler P that
divides by 10 is used. Find the values of B and A that are appropriate to these conditions.

Show how an oscillator can be simulated using MATLAB. (Hint: Invoke Simulink in MATLAB, by
typing simulink at MATLAB command prompt. Use the step function block as the signal source, a
linear transfer function block such as 1/ (52 + 25) as the system block (any system with poles on the
imaginary axis would do), and the scope as the signal sink.)

R
Determine the value of ' in Equation 6.3.8 so that 3, has its minimum value. What is the minimum
o

value of B,? (Hint: Let R/Ry = x. Now substitute dBO/dx = 0, and solve for x.)

Plot Equation 6.6.1 for an abrupt junction (a = 1/2) and a linear graded junction (« = 1/3), using
MATLAB. R
Determine the value of ?0 in Equation 6.3.10 so that g,,R,, has its minimum value. Assume R, = 4k().

Obtain the minimum value of g,,R,,.
Derive the condition for oscillation in the Clapp Oscillator.
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7.1 Introduction

A radio receiver must perform a number of functions. First, the receiver must separate a wanted radio signal
from all other radio signals that may be picked up by the antenna and reject the unwanted ones. Next, the
receiver must amplify the desired signal to a usable level. Finally, the receiver must recover the information
signal from the radio carrier and pass it on to the user. This chapter will examine the operating principles of
some of the more commonly used radio receivers.

7.2 Superheterodyne Receivers

Early receivers used for the reception of amplitude-modulated signals or interrupted-carrier telegraph signals
used the tuned radio frequency (TRF) principle. This type of receiver was simply a chain of amplifiers, each
tuned to the same frequency, followed by a detector circuit. These receivers suffered from poor adjacent sig-
nal rejection, especially when required to tune over wide frequency ranges where the Q of the tuned circuits
change with frequency.

The superheterodyne receiver was developed to improve the adjacent channel selectivity by placing
most of the frequency selectivity in the fixed tuned intermediate frequency (IF) stages after the frequency
conversion. Superheterodyne action takes place when two signals of different frequencies are mixed together.
Mixing involves adding and passing the result through a nonlinear device (or multiplying together) so that
the output contains the product of the two signals as well as the two original signals. The product term can
be separated into two signals, one at the sum frequency and one at the difference frequency.

In the frequency conversion process, the oscillator frequency may be placed above or below the signal
frequency, and either the sum or the difference frequency may be used as the output. For an up-conversion,
the sum frequency is used as the output, with the oscillator either above or below the signal. For a down-
conversion, the difference frequency is used as the output, with the oscillator either above or below the signal
frequency. In the superheterodyne receiver, a down-conversion is usual, where the received radio signal at
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frequency f; is mixed with the signal from a local oscillator at f,, (usually located above f), and the difference
frequency produced is taken as the intermediate frequency or IF as

IF = |f, — f (7.2.1)

The superheterodyne broadcast receiver was the original application of this principle and is still one of
the largest. The name superheterodyne is a contraction of the term supersonic heterodyne, or the production
of beat frequencies above the range of hearing.

The basic superheterodyne receiver is illustrated in Fig. 7.2.1(a). The first stage is a tuned RF amplifier,
using two variable tuned circuits that track each other and the local oscillator. The two tuned RF circuits form a
band-pass filter to pass the desired RF signal frequency while blocking others. This stage acts to boost the weak
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Figure 7.2.1 (a) Superheterodyne receiver. (b) Signal spectra in a superheterodyne receiver.
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signal level from the antenna above the noise level to provide some signal selectivity and to prevent reradiation
of the local oscillator signal. Cheaper receivers may omit the RF amplifier and the second tuning circuit.

The output signal from the RF amplifier is fed to one input of the mixer circuit and the local oscilla-
tor signal to the other. While separate circuits may be used for the mixer and oscillator, the two functions are
frequently combined in the same circuit. The oscillator is also variably tuned so as to track the incoming sig-
nal frequencies. In some receivers (especially older ones) the variable tuning is done with a multigang vari-
able capacitor especially cut to provide proper frequency tracking. Newer receivers mostly use varactor diode
tuning, which allows remote control and very compact circuits.

The mixer output (the difference frequency for down-conversion) is fed to two cascaded tuned IF
amplifiers, which are fixed-tune and provided with sufficient selectivity to reject adjacent channel signals.
Older receivers typically used tuned transformers for the filtering action, but many recent receivers use inex-
pensive ceramic resonator filters with a high-gain integrated-circuit amplifier.

The output from the IF amplifier chain is fed to the detector circuit, where the audio signal is extracted
from the IF carrier, or demodulated. The detector also provides signals for automatic gain control (AGC) and
for automatic frequency control (AFC) in FM receivers. The AGC signal is used as a bias signal to reduce the
gain of the RF and the IF amplifiers to prevent detector overload on strong signals. The AFC signal is used to
adjust the frequency of the local oscillator so that it “locks” to the average of the received signal frequency
and to counteract minor mistuning problems.

The audio signal from the detector is passed through a low-pass filter to remove unwanted high-
frequency components and then through a volume control to an audio amplifier. The audio amplifier is usu-
ally one low-level audio stage followed by a power amplifier and a speaker.

Figure 7.2.1(b) illustrates the spectra of signals at various points in the receiver. The spectrum of the RF sig-
nal obtained from the antenna is shown in @, with the desired channel and two adjacent channels. The unfiltered
output from the mixer @ includes the RF signal frequencies, the oscillator frequency, and repeats of the RF sig-
nals at the sum and at the difference frequencies. The spectrum of the output from the IF band-pass filters © shows
the desired channel at the IF, with all other frequencies, including adjacent channels, removed. Finally, the spec-
trum at the output of the demodulator low-pass filter ©, shows only the baseband modulation frequencies.

7.3 Tuning Range

Many radio receivers are fixed-tuned to a specific signal frequency, while others are designed to be continu-
ously adjustable over a range (or band) of frequencies. Tuning of the RF amplifiers and the oscillator
is accomplished by varying the capacitance (or sometimes the inductance) in resonant circuits that act as
band-pass filters. The tuning range is usually limited by the range over which the capacitance can vary,
typically a maximum of about 10 : 1. The resonant frequency of a high-Q tuned circuit is given by

£ = N (7.3.1)
’ 2mVLC

The circuit frequency tuning range ratio Ryis defined as the ratio of its maximum frequency to its min-
imum frequency, and the corresponding capacitance tuning range ratio R is the ratio of maximum capacity
to minimum capacity. Applying these ratios to the resonant equation (1.3.4) gives

Rp = Smax (7.3.2)
Cmin
R; _ Jmax _ N (1.3.3)

f min
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If the oscillator frequency is chosen to be above the received signal frequency, then the tuning range of the
oscillator tuned circuit will be smaller than that of the RF amplifier tuned circuits. If the oscillator frequency is
below the signal, then its tuning range will be larger than that of the RF circuits, and also its harmonics may fall
within the signal range to cause interference. This is particularly true if the intermediate frequency IF is made
much smaller than the signal frequency, where the oscillator is located very near the signal frequency. While
direct interference may not occur, the oscillator signal may desensitize the receiver. Thus it is usual to choose
the oscillator frequency to be well above the signal frequency, with the IF just below the minimum signal
frequency to be used.

[~ EXAMPLE 7.3.1

A receiver tunes signals from 550 to 1600 kHz with an IF of 455 kHz. Find the frequency tuning ranges
and capacitor tuning ranges for the oscillator section and for the RF section.

SOLUTION For the oscillator section,
fomin = femin T IF = 550 + 455 = 1005 kHz
fomax = femax T IF = 1600 + 455 = 2055 kHz

Jomax _ 2055
= = "o = 2045
fo min 1005

Ry

Re= R = 2.045" = 4.182

For the RF section,

1600
Ry _ Jrmax 1600 ggg
fs min 550
- Re = Rf = 2.909” = 8.463

This example illustrates the usual design for medium-wave broadcast receivers. Typically, these
receivers tune from 550 to 1600 kHz, with an IF of 455 kHz. The oscillator tunes from 1005 to 2055 kHz. The
bandwidth of the RF tuned circuits is typically less than 100 kHz, so the oscillator signal falls outside the pass-
band and no interference takes place. The tuning range ratio of the RF circuits is 2.91 and that of the oscilla-
tor is 2.05. The corresponding capacitor tuning ranges are 8.46 (RF) and 4.18 (osc).

7.4 Tracking

A scanning receiver is one that is designed to tune continuously over a range or band of frequencies. For this
type of receiver to function properly, the local oscillator tuning circuit and the RF amplifier tuning circuits
must track each other so that at all points across the band the RF circuits tune exactly to the signal, and the
oscillator is offset from this by exactly the IF. As noted previously, the signal capacitance tuning ratio for an
MF receiver is 8.46 while that for the oscillator is 4.18. Also, the oscillator frequency is above that of the
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signal. Thus the oscillator tuning section must have a smaller capacitor with a smaller tuning range than that
of the RF amplifier circuits.

One way to obtain the different capacitances is to use a specially made tuning capacitor that has two
or more sections, with one cut specially to provide the proper capacitance to tune the oscillator. Two-gang
and three-gang capacitors were common in broadcast receivers built up until recently.

If the receiver is to tune more than one band, then usually the sections of the tuning capacitor are made
identical to each other, and the value of the oscillator section is altered by adding series padder capacitors and/or
parallel trimmer capacitors. The tracking that results is not perfect, and adjustment of the circuit to minimize
tracking error is tedious. Furthermore, for each band of frequencies to be covered, a different set of trimmers and
padders must be switched into the circuits, further compromising the design. Figure 7.4.1 shows the three pos-
sible arrangements of trimmers and padders to provide oscillator tracking. Note that with a single trimmer or sin-
gle padder, the tracking error can be zero at two points within the band, while if both padders and trimmers are
used, the error is zero at three points, and the maximum error can be made smaller with careful adjustment.

For tracking with only a padder C), in series with the oscillator section main capacitor Cy, the oscilla-
tor capacitor C, is given by

C,-C
c,=—7> (7.4.1)
Cs + Cp
Circuit Tracking error
It
S ! f,
L 1 CH L i X A 0= .
) ' 7 ’ g A e Max>
’ _ f+1F
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Figure 7.4.1 Superheterodyne receiver tracking methods: (a) padder tracking, (b) trimmer tracking, and (c) combination
or three-point tracking. In each case both sections of the tuning capacitor have the same value and the resulting tracking
error is shown.
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Substituting minimum and maximum values of C, into the max/min capacitor range equation allows C,, to
be found uniquely.
If a trimmer capacitor is used in the oscillator section, then C,, is the parallel combination, given by

C,=C,+C, (7.4.2)

and again C; can be found by substituting in the max/min capacitor range equation.

For the combined padder — trimmer combination, tracking coincides at a midrange frequency fpiq as
well as the two ends, and a second capacitor range C, nid/C, min can be obtained at this frequency. The oscil-
lator capacitor is found to be

_ Cp(cx + Ct)

_ (7.4.3)
’ C,+C +C

Substituting the min-, mid-, and max-values of C, into the mid/min and max/min oscillator capacitance
ratios allows simultaneous solution for C), and C;.

— EXAMPLE 7.4.1

For the receiver in Example 7.3.1, given a two-section tuning capacitor with a maximum 350 pF/section
and a capacitance ratio as in Example 7.3.1, find the required padder capacitor required in the oscillator
section. Assume that tuning error is zero at the extreme ends of the tuning range.

SOLUTION From Example 7.3.1,

Rc, = 8.463, Rf(, = 2.909, fo max = 2055 kHz
Reg = 4.182, Rfo = 2.045, fomin = 1005 kHz
For the RF section,
C, 350
Cs max = 350 pF, Cs min = I;?Sax = 8.4763 = 41.36 pF

From Eq. (7.4.1), the oscillator max/min ratio is

Comax _ (Csmax)(csmin + CP)

Co min Cs min Csmax T Cp
4136 + C,
4.182 = 8463 ——
350 + C,

with C,, in picofarads. Solving for C,, gives
C, = 260.14 pF
Now the maximum and minimum oscillator capacitances are

e~ G Comax _ 26014350
oM Cy 4 Cymax 260.14 + 350

= 149.2 pF

co = 260.14 - 41.36
- oM 260.14 + 41.36

= 35.69 pF
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— EXAMPLE 7.4.2

For the conditions in the Example 7.4.1, find the tuning error in the RF tuning when the oscillator is tuned
to receive a 1-MHz signal.

SOLUTION With the oscillator tuned to receive the mid-frequency of 1000 kHz,

Jo mia = IF + f5 mia = 455 + 1000 = 1455 kHz

Using the max/mid ranges,

o 2055
Ry, Jomax 2055 4 403
: Jfomia 1455
Rep = RG = 141237 = 1.995
Comax  149.2
Comid = —2M% — 722 _ 74,80 pF
omid T Ry 1995 P
1 1
Comia = — e — = 105.00pF
Comda C, 7480 260.14
C 350
Rey = —% = = 3.334
Cymid  105.00
Ry = VRe, = V3334 = 1.826
 fomax _ 1600

S mi = —— = 876.7kH
fs mid Ry 1.826 z

Now the RF circuit is mistuned from the 1000 kHz desired frequency by
Err = f§mid — fymid = 876.7 — 1000 = —123.7 kHz

With two tuned circuits with a Q of 20 in the RF sections, this causes about a 16-dB decrease in the RF
signal strength below that for correct tuning. Adjusting the zero-error crossover points to fall nearer to the
L. center of the tuning range would reduce the maximum error.

Modern scanning receivers use varactor diode tuning, in which the tuning capacitors are replaced by
the voltage-variable capacity of the varactor diodes. In this case one variable dc voltage is generated by a
potentiometer on the front panel or by a D/A converter from a digital circuit containing a number represent-
ing the desired signal. Again, the oscillator varactor can be chosen to give the proper range of tuning, or the
same type may be used for both RF and oscillator and the oscillator adjusted with a padder. In the latter case,
the trimming and padding can be done in the bias circuit with resistive components. Since the source of the
tuning voltage does not have to be located in the RF section of the receiver, this system is ideal for remote
tuning applications.

Figure 7.4.2 shows one arrangement for an electronically tuned receiver. It has an RF amplifier (not
shown) with two tuned circuits on it. The variable capacitances of the varactors parallel-tune with the induc-
tances of the transformer windings. The resulting impedance is coupled to the signal circuit through the sec-
ondary winding of the transformer, providing any impedance matching required. All three varactors have
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Figure 7.4.2 Electronic tuning for a broadcast receiver.

parallel trimmer capacitors to allow adjustment of their ranges to track each other. The oscillator circuit has
a padder capacitor in series with the varactor to shift its tuning range to the required value.

7.5 Sensitivity and Gain

The sensitivity of a receiver is its ability to receive weak signals. This sensitivity may be defined in several
ways. First, it may be stated in terms of the signal field strength of a signal that will produce a desired demod-
ulated output level under a certain modulation level. The sensitivity is usually stated in terms of the voltage
developed by the antenna across the receiver antenna terminals in microvolts. This level ranges from a few
microvolts to a few hundred microvolts for typical receivers.

Another way of stating the sensitivity is to state the antenna terminal signal voltage required to pro-
duce a specified signal-to-noise ratio (as, for example, 10 wV to produce a 30-dB signal-to-noise ratio). In
the case of receivers for digital signals, the sensitivity is usually stated as the input signal level required to
produce a desired bit-error rate or BER, which is related to the signal-to-noise ratio. Typically, the desired
BER may be 1 bit in 100,000 or less.

Frequency-modulated receivers are designed with a limiting amplifier stage just before the detector,
which serves to keep any amplitude variations on the signal from reaching the detector. In this case, the sen-
sitivity is stated as the input voltage level required to just bring the limiting amplifier to the saturation level.
Further increase in input signal level does not increase the signal at the detector significantly. Operation of
FM receivers below the limiting threshold is usually not recommended since any amplitude variations
increase the noise output.

The gain required in the RF and IF amplifier chain of a receiver depends on the required input and
output. The input is the minimum usable signal level to be presented at the antenna terminals. The output
is the minimum signal level at the input of the detector required to make the detector perform satisfacto-
rily. A typical antenna carrier voltage is 10 WV presented on a 50-() input (that is, about 2 pW). Typically,
a peak-rectifying AM detector will require a minimum carrier signal level (with 90% modulation) of about
2V peak (1.414 V rms) on a 1000-() input resistance, or about 2 mW. This represents a total signal power
level increase from antenna terminals to detector of 109, which is +90 dB.
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Figure 7.5.1 Voltage levels at various points in a receiver.

To improve the signal-to-noise ratio, the first RF amplifier stage is made with a low noise figure and as
much gain as possible. Thus noise generated in later stages does not contribute significantly to the overall
noise produced in the receiver. A typical tuned RF amplifier will have a gain of about 20 to 30 dB. Mixer cir-
cuits will have conversion gains of about —10 to +10 dB. A good IF amplifier stage may have 20- to 30-dB
gain. A passive IF filter may have an insertion loss of 1 to 6 dB. The overall gain budget for a possible receiver
configuration follows:

First RF amplifier gain +20 dB
Second RF amplifier gain  +20 dB

Mixer conversion gain —6dB
IF filter insertion loss —4 dB
First IF amplifier gain +30 dB
Second IF amplifier gain +30 dB
Total gain +90 dB

Figure 7.5.1 shows the voltage signal levels occurring at various points in the receiver illustrated by
the preceding table. These voltages are all based on a 50-() impedance level, with the final voltage shown
for both 50- and 1000-Q2 impedances.

7.6 Image Rejection

The superheterodyne mixer circuit produces a signal component at the IF frequency that is the difference
between the oscillator frequency and the signal frequency. The signal frequency may be either below or
above the oscillator frequency and still produce an IF signal. If the desired signal is located at (f, — IF ), a
strong signal at (f, + IF) will interfere with it. This second signal at (f,, + IF) is called the image.
Normally, the band-pass of the RF circuits will be narrow enough that the undesired image signal will
be prevented from reaching the mixer. However, if the Q of the RF circuits is low, its band-pass will be wide,
and if the IF is small, then the image will fall within the band-pass of the tuned circuits and not be rejected.
Once the image signal has reached the mixer and is converted, it cannot be separated from the desired signal.
The image signal must be prevented from passing the RF amplifiers. Figure 7.6.1 illustrates this relation.
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Figure 7.6.1 (a) Parallel tuned circuit. (b) Image frequency rejection.
The image rejection capability of a parallel tuned circuit can be calculated from the relative response
of the circuit as given by Eq. (1.4.5), the magnitude being given by
1

Vi1 + (0)?

If two or more tuned circuits that are not coupled to each other are used in the RF amplifier chain to improve
the selectivity, then the overall response is given by

A, = (7.6.1)

A=A Ap - (7.6.2)
These ratios are usually stated in decibels (dB), so that
A/(dB) = A,1(dB) + A,p(dB) + -

Inexpensive receivers such as those for broadcast reception typically only have one tuned circuit in the
RF amplifier, while more expensive communications receivers will have two or three in order to obtain the
required image rejection. Using an IF near the signal frequency also helps by placing the image frequency far-
ther out on the image response curve.
[~ EXAMPLE 7.6.1

An AM broadcast receiver has an IF of 465 kHz and is tuned to 1000 kHz, and the RF stage has one tuned
circuit with a Q of 50. (a) Find the image frequency. (b) Find the image rejection in decibels.

SOLUTION (a) For f; = 1000 kHz,
fo=/fs + IF = 1000 + 465 = 1465 kHz
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and
fi=/f, Y IF = 1465 + 465 = 1930 kHz
(b)
_f fo _fi fs 1930 1000

T T T 000 1e30 ~ A2
A, = 1 = ! = 0.0142
Vi+ 602 VI+ (1412 -50)2
A,(dB) = 20log A, = 20 log 0.0142 = —37.0dB

L Adding a second tuned circuit with a Q of 50 would double this to —74 dB.

Another phenomenon that is related to the image problem is that of double spotting. This is usually more
of a problem for receivers with a low value of IF. This means that the image frequency is near to the signal fre-
quency, and image rejection is not as good as it could be. When the receiver is tuned across the band, a strong
signal appears to be at two different frequencies, once at the desired frequency and again when the receiver is
tuned to 2 times IF below the desired frequency. In this second case, the signal becomes the image, reduced in
strength by the image rejection, thus making it appear that the signal is located at two frequencies in the band.

7.7 Spurious Responses

Spurious responses occur when a signal with a frequency near that of the desired frequency passes through the RF
amplifier to the mixer with an appreciable amplitude and either it or one of its harmonics mixes with the oscilla-
tor or one of its harmonics to produce a frequency within the band-pass of the IF filter. A nonlinear mixer will pro-
duce these harmonics, but a linear multiplier circuit used as a mixer will not. Increasing the selectivity of the RF
amplifiers by increasing the Q (more tuned circuits) will reduce the effect of spurious response by keeping the
interfering signals from reaching the mixer.

The output from the mixer in general is

IF= =n-f,xm-f, (7.7.1)

where f,, = oscillator frequency
fu = unwanted signal frequency
m = harmonic number of unwanted signal (positive integer)
n = harmonic number of oscillator (positive integer)

This equation may be rearranged to solve for all the unwanted signals that may occur for a given oscil-
lator setting. This may be repeated for a number of signal frequencies across the band and the unwanted
signals plotted on a linear chart of unwanted signal frequencies versus oscillator frequency. Each pair of
harmonic numbers (m, n) generates two lines, one each for the sum and the difference. The fundamental pair
(1, 1) generates the desired frequency line and the image frequency line. All lines for which m = n lie parallel
to the signal line, while those for m not equal to n intersect the signal line. Any signals that fall within the
band-pass of the RF stages about the signal line will produce spurious responses if signals are received at the
unwanted frequencies. Figure 7.7.1 illustrates the major spurious responses produced in the receiver of
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Example 7.7.1. The line produced by the oscillator second harmonic (2 — 1) crosses the signal line. The
heavy portion of that line represents the spurious signals, which are most troublesome.

— EXAMPLE 7.7.1

The broadcast receiver in Example 7.3.1 is tuned to a signal at 950 kHz. Find all the unwanted signal fre-
quencies for harmonics up to the second. Which of these fall within 200 kHz of the desired frequency?

SOLUTION
m=1,2, n=12, IF=455kHz
Jo =/fs + IF =950 + 455 = 1405 kHz

fu="f, = LIF
u mo_m

m n Sum Difference

1 1 1860 (image) 950 (signal)
1 2 3265 2355

2 1 930 475

2 2 1632.5 1177.5

Only one unwanted signal falls within the band-pass of the RF stages, that is when the second harmonic
of the signal mixes with the oscillator fundamental to give 930 kHz. A strong signal near 930 kHz will
produce an interference in the receiver. Preventing the generation of the second harmonic of the oscilla-
L tor frequency will eliminate the major component of the spurious response (2 + 1).

7.8 Adjacent Channel Selectivity

The selectivity of the RF stages of a receiver are a function of frequency, being narrowest at low frequencies
and increasing with frequency. It is also difficult to get several high-Q tuned circuits to track properly when
tuned over a wide range. For this reason the selectivity of the RF stages of most receivers is purposely left much
wider than is necessary for single-channel operation, and the final selectivity is obtained in the IF amplifier.

Channel assignments in the crowded spectrum are made as close together as possible, with 10-kHz spacing
for AM signals in the MF and HF bands. Spacing for FM broadcast in the VHF band is 200 kHz, while that for
TV in the VHF and UHF bands is 6 MHz. It should be possible for a receiver to separate two signals occupying
adjacent channels without interference between them or without compromising receiver performance.

The ideal IF channel band-pass characteristic is illustrated in Fig. 7.8.1. This has a flat-topped response
within the bandwidth centered on the channel frequency f; and ideally complete rejection outside the band-
width, including the adjacent channel at f>. Practical filters are far from ideal, and more or less of the adjacent
channel signal will pass through to the detector. A good receiver should provide 60 to 80 dB of rejection of
the adjacent channels, or more in a high-quality receiver.

In the past, IF selectivity has been obtained by using several cascaded high-Q tuned circuits in different
combinations. One system uses an IF system consisting of two or more amplifiers connected by undercoupled
transformers with both primary and secondary tuned to the IF. Each tuned circuit contributes a single resonance
curve, and the overall IF response is the product of all of them, as shown in Fig. 7.8.2. The Q’s are chosen so
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Figure 7.8.1 Ideal IF band-pass characteristic showing a rejected adjacent channel.
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Figure 7.8.2 Band-pass response of cascaded single-tuned circuits.
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Figure 7.8.3 Band-pass response of stagger tuned circuits.

that the overall response has a —3-dB bandwidth of the required band-pass, and steeper skirts are obtained for
each additional tuned circuit. The system suffers somewhat from amplitude and phase distortion over the band
pass, but the use of five tuned circuits (three transformers) produces adequate selectivity.

Better in-band distortion characteristics can be obtained with the preceding system by using stagger
tuning. An odd number of tuned circuits are used, and these are tuned so that one is on the center frequency
and each successive pair is tuned to be equidistant and progressively farther from the center frequency, as
shown in Fig. 7.8.3. The overall response is again the product of the individual responses, but this time the
top has several peaks, forming a ripple. This ripple can be smoothed by adding more tuned circuits with their
peaks tuned closer together. The steepness of the skirts of the response is dependent on the total number of
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Figure 7.8.4 Band-pass response of overcoupled double-tuned circuits.

tuned circuits used. In both of these systems, the tuned circuits must be isolated from each other so that a
five-hump response would require five tuned circuits separated by four amplifiers.

The overcoupled double-tuned transformer described in Section 1.8 offers a unique variation to the
stagger tuning problem. When two tuned circuits tuned to the same frequency are tightly coupled to form a
transformer, the overall transformer response has a double hump. (The same transformer with looser
coupling will only have a single-hump response.) The distance of the hump frequencies from the center fre-
quency is dependent on the degree of coupling, and the steepness of the skirts is dependent on the circuit Q.
Two or more of these transformers are cascaded and adjusted to give the same type of response as that for
stagger tuning, as shown in Fig. 7.8.4. Typically, three such transformers are used with two amplifiers, and
one of the three is undercoupled. The result is a five-hump characteristic with one hump on the center fre-
quency. The ripple amplitude is typically less than 1 dB.

Many of the more expensive communications receivers use a specially designed IF band-pass filter in
conjunction with an integrated circuit amplifier to build the IF system. One form of filter that was used exten-
sively until recently is a mechanical filter such as that made by the Collins Radio Company, which makes use of
the mechanical resonance properties of materials. These filters (described in Section 1.15) worked well for low-
frequency IFs but tended to be bulky and expensive. Crystal lattice filters composed of quartz piezoelectric crys-
tals of the same type used for oscillator control are also used. These have the advantage of small size and weight,
but they require custom manufacture to produce good characteristics. A more recent device that is finding wide
acceptance in compact receivers made with integrated circuits is the integrated piezoelectric ceramic filter. Thick-
film integrated-circuit techniques are used to manufacture these, making them small and inexpensive.

Integrated-circuit IF amplifiers have become available, making it possible to build entire receivers with
only one or two chips. These amplifiers are complete broadband amplifiers with no tuning and must be used
with external IF filters to obtain the desired band-pass characteristics.

7.9 Automatic Gain Control (AGC)

When a receiver without automatic gain control (AGC) is tuned to a strong station, the signal may overload
the later IF and AF stages, causing severe distortion and a disturbing blast of sound. This can be prevented
by using a manual gain control on the first RF stage, but usually some form of AGC is provided. The AGC
derives a varying bias signal that is proportional to the average received signal strength and uses this bias to
vary the gain of one or more IF and/or RF stages. When the average signal level increases, the size of the
AGC bias increases, and the gain of the controlled stages decreases. When there is no signal, there is a
minimum AGC bias, and the amplifiers produce maximum gain.
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Simple AGC is used in most domestic receivers and cheaper communications receivers. In simple AGC
receivers, the AGC bias starts to increase as soon as the received signal level exceeds the background noise
level, and the receiver immediately becomes less sensitive. The AM detector used in these receivers is a sim-
ple half-wave rectifier that produces a dc level that is proportional to the average signal level. This dc level
is put through an RC low-pass filter to remove the audio signal and then applied to bias the base of the IF
and/or RF amplifier transistors. The time constant of the filter must be such that it is at least 10 times longer
than the period of the lowest modulation frequency received, which is usually around 50 Hz, or about 0.2 s.
If the time constant is made longer, it will give better filtering, but it will cause an annoying delay in the
application of the AGC control when tuning from one signal to another.

The circuit of Fig. 7.9.1 uses a time constant of about 0.25 s. The circuit shown uses the main signal
detector diode for two purposes, detection and the provision of AGC bias. Some compromise in the
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Figure 7.9.1 Automatic gain control. (a) Simple AGC applied to an IF amplifier. (b) Response of a receiver with either
simple or delayed AGC compared to one without AGC.
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performance of each function is necessary, and in better receivers a separate detector is used for the AGC.
Also, signals may be picked off earlier in the IF and fed to a separate IF amplifier to supply the AGC, thus
reducing the loading on the IF circuits.

The point in the receiver at which the signal is sampled is important. The best place is after the IF stage
filters, but before any limiting amplifiers. If the sample is taken before these filters, then any strong signals
in adjacent channels will cause the AGC to engage before the desired signal is up to strength and desensitize
the receiver.

Better response can be obtained by including more gain in the feedback loop. This is accomplished by
providing a dc amplifier stage after the AGC filter section. This AGC amplifier produces a low enough source
resistance so that several RF/IF stages may be easily driven from the same AGC line.

Connection of AGC to the RF stage in transformer-coupled circuits is easily accomplished. The lower
end of the input transformer secondary is isolated from ground with a bypass capacitor and connected
directly to the AGC line. A resistance back to the collector supply provides the bias current to the base nec-
essary to maintain full gain when a very low signal is present. When several stages operating at the same fre-
quency are connected to the same AGC line, decoupling between them must be used to prevent instability.
This is done by feeding the AGC to the earlier stage through a second filter section with the same time con-
stant and providing good local bypassing at each stage input point.

Delayed AGC is used in most of the better communications receivers. Delayed AGC is obtained when
the generation of the AGC bias is prevented until the signal level exceeds a preset threshold and then
increases proportionally after that, so that the maximum sensitivity of the receiver can be realized when
receiving low-level signals. The threshold may be fixed by the circuit design or may be adjustable. The
threshold is usually adjusted so that AGC starts taking effect when the signal has risen nearly to the level
that produces the receiver maximum output under maximum sensitivity conditions (that is, under full gain).
A delayed AGC response characteristic is illustrated in Fig. 7.9.1(b), where it is compared with response for
no AGC and for simple AGC.

Delayed AGC is easiest to achieve when an AGC amplifier is included in the circuit. In this case the
amplifier is biased beyond cut-off by a fixed bias source, from which the detected AGC bias voltage is subtracted.
The AGC level then must overcome the fixed bias before any bias is passed on to the controlled amplifiers.

7.10 Double Conversion

The front-end selectivity of any receiver must reject the first image frequency located at twice the IF above the
desired signal frequency, and for this to occur the IF must be high, just below the signal band. However, as the IF
is made higher, its bandpass becomes larger (because of the changing Q of the tuned circuits). Beyond the HF
band (30 MHz) it becomes impossible to obtain the required band-pass and image rejection using ordinary
tuned circuits. As a result, single-conversion superheterodyne receivers are seldom used above about 20 MHz.

The double-conversion receiver allows the receiver to have good image rejection and also good adjacent
channel selectivity. The image rejection is obtained in the first conversion by assuring that the image frequency
is well outside the fixed-tuned RF amplifier band-pass. The narrow band pass required for good adjacent chan-
nel rejection is obtained in the second IF, which may be as low as 100 kHz. Figure 7.10.1(a) shows the block
diagram of a double-conversion receiver that might be used for the 150-MHz FM mobile band. A high first IF
of 10.7 MHz and a bandwidth of 150 kHz allow sufficient selectivity in the RF stage tuning to reject the image
of the first IF at 171.4 MHz, while at the same time passing a band of adjacent channels. The 150-kHz band
pass of the first IF filter allows several 15-kHz-wide adjacent channels to pass to the second mixer. Channel
selection is obtained by changing the first local oscillator frequency, either by switching crystals or by repro-
gramming a digital frequency synthesizer. The oscillator will be near the 10-MHz range, followed by a series
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Figure 7.10.1 Double-conversion superheterodyne receiver: (a) block schematic, (b) RF stage response, (c) first IF
stage response, and (d) second IF stage response.

of frequency multipliers to obtain the 160-MHz range local oscillator frequency. Figure 7.10.1(b) illustrates this
RF stage selectivity.

The first IF filter is a filter block designed with a band pass of about 150 kHz centered on 10.7 MHz, such
as would be used in FM receivers. This block may be a crystal lattice filter or an integrated piezoelectric ceramic
crystal filter. While this filter will pass a band of several channels, it will not pass the second converter image



216 Electronic Communications

frequency located at 11.63 MHz. An amplifier stage in the first IF section compensates for filter and mixer
losses in the first converter. Figure 7.10.1(c) shows the band-pass characteristic of the first IF stage.

Figure 7.10.1(d) shows the band pass for the second IF, which rejects the adjacent channels. The sec-
ond IF filter is again a ceramic filter unit centered on 465 kHz, with a band pass of 15 kHz. The second local
oscillator is fixed-tuned at 11.165 kHz, just above the band-pass cutoff of the first IF filter. Many communi-
cations receivers used for frequencies above 30 MHz use frequency modulation, so the second IF will be
followed by a limiting amplifier. A separate delayed AGC detector picks off the signal before the limiting
amplifier to control the RF and first IF stages.

A very useful variation on the double-conversion receiver is to use an upconversion in the first mixer,
placing the IF above the received RF band. In this case, Eq. (7.2.1) becomes

IF=f+f (7.10.1)

The effect of this is to place virtually all the usual image responses above the IF and thus well above the
received band. This eliminates the need to tune the RF amplifier within the RF reception band. Only a low-
pass filter with its cutoff frequency somewhat above the reception band is required, completely eliminating
tracking problems. [Note that the band-pass cutoff must be below the half-IF frequency (IF/2) to prevent
direct feedthrough.] Only the local oscillator for the first conversion needs to be tuned, greatly simplifying
the receiver circuitry. This process is ideal for receivers that extensively use integrated circuits for compact-
ness, as is the case with mobile receivers or handheld receivers.

7.11 Electronically Tuned Receivers (ETRs)

Many modern receivers have electronic digital tuning systems on them, based on computer control of var-
actor tuning diodes. This is especially true for automotive receivers, where a microcomputer controller takes
over many of the scanning and tuning functions, freeing the driver from distraction.

Figure 7.11.1 shows a representative AM electronically tuned receiver (ETR) tuning arrangement. The
local oscillator, mixer, IF amplifiers, and detectors are all contained in a single chip, the National LM1863.
The RF stages include an input FET buffer amplifier followed by a tuned input/tuned output RF amplifier.
The two RF tuned circuits are varactor tuned, trimmed for tracking, and transformer coupled to the signal
circuit for impedance matching. The oscillator tuned circuit is also varactor tuned and trimmed. The same
type of varactor diode is used in all three tuned circuits, with the same type of trimmer capacitor, and all three
are driven by the same tuning voltage. Proper tracking is accomplished by adjusting the three trimmers to
obtain the desired tuning ratios.

The local oscillator in the receiver becomes the voltage-controlled oscillator for a frequency synthe-
sizer system (see Section 6.8) included on a National DS8907 chip. In the IF chip, a sample of the local oscil-
lator signal is amplified by a buffer amplifier and coupled to the feedback input of the phase-locked loop chip
to drive the programmable divide-by-(N + 1) counter. This produces a signal with a frequency of fy/(N+1)
= 10 kHz (the channel frequency spacing for the AM band), which becomes one input to the phase detector
multiplier. A crystal oscillator on the same chip produces a 4-MHz reference frequency signal, which is then
divided by K = 400 to produce a 10-kHz reference signal for the other input of the multiplier. For signal
frequencies from 550 to 1600 kHz with a 450-kHz IF, the required values of N are from 99 to 204 in steps
of 1, giving 106 channels each 10 kHz wide.

The two signals presented to the phase detector multiplier are both at 10 kHz once lock is achieved,
but are displaced in phase by 90° plus a phase offset. This phase offset produces a dc bias voltage that is fil-
tered and used to drive the local oscillator varactor, tuning it to the lock frequency at (N + 1) X 10 kHz. The
same voltage also drives the RF circuit tuning varactors, which are trimmed to track the local oscillator.
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Figure 7.11.1 Electronic tuning system for an AM receiver.

217

Control of the tuning system is accomplished using a dedicated microprocessor chip. This chip is con-
trolled by a numerical keypad and some control switches and produces a panel LED display of the actual
signal frequency to which the receiver is tuned. In a manual mode, the frequency of the desired channel may
be entered through the keypad, and the microprocessor will calculate the required value of N and pass it to

the programmable counter in the synthesizer chip.

Automatic band scanning is a desirable feature in automotive applications, especially where local station
frequency assignments are not known. The signal detector on the IF chip produces a logic high condition (called
the valid station stop) when a strong signal appears in the IF frequency window while scanning. This signal tells
the computer to stop scanning and lock on the current frequency. Automatic scanning is initiated by pressing a
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scan start button on the panel. A software channel counter in the control computer starts counting up (or down)
from the current channel number and continues until a strong signal produces the valid station stop condition.
The value of N at each step of the channel counter is computed from the channel number by the equation

N=99+1X(CH - 1)] (7.11.1)

where CH is the channel number, with values from 1 to 106. When the scanner tunes to a valid channel,
indicated by the presence of a carrier to produce the stop signal, scanning stops and the receiver locks to that
signal. Because the AGC circuits in the receiver do not respond instantaneously, it is necessary for the scan
control to stop on each channel number long enough for the AGC to respond and give a true level for the valid
station stop signal. This is typically on the order of more than 100 ms, the same as the AGC time constant.

In an automotive receiver, both AM and FM signals usually are required. Hence the receiver system
will include two complete receivers, one for AM and one for FM. The National LM 1865 chip is a complete
mixer/IF/detector system for an FM receiver, while the LM 1863 is the equivalent for an AM receiver. Both
the LM 1863 and the LM 1865 chips are included, with separate tuners for AM and FM. Both receivers are
serviced by the same tuning control system and synthesizer. Under control of the microprocessor when FM
is desired, the audio output signals are switched, and the value of K is changed to 160. The values of N range
from 3951 to 4743 in steps of 8 for the FM band 88 to 108 MHz with a 10.7 MHz IF, embracing 100 chan-
nels each 200 kHz wide. The signals at the phase comparator input are at 25 kHz, the eighth submultiple of
the channel spacing of 200 kHz. The value of N is computed as

N =13951 + [8§ X (CH — 1)] (7.11.2)

where CH is the channel number, with values from 1 to 100. (Note that the frequency synthesizer divides
by N + 1.)

7.12 Integrated-circuit Receivers

The previous section describes an electronic tuning system for use with integrated-circuit receiver subsystems
such as the LM1863. This section describes such a system in more detail.

Figure 7.12.1 shows a complete AM electronically tuned receiver (not including the audio circuits) built
around the National LM 1863 chip. As indicated by the block diagram in Fig. 7.12.2, this chip includes the
mixer, the IF amplifier, the detector, the local oscillator, the AGC circuits, and the valid station stop detector.

The receiver uses a discrete-component two-stage RF tuner with two tracking tuned circuits to obtain suffi-
cient image rejection. The antenna is coupled through a fixed-tuned broadband pass filter 71 to help to reject the
image and spurious responses. The first stage is an FET buffer Ol operating in common-source mode with the drain
circuit tuned. The tuned circuit is a transformer 72 with the secondary tuned by the varactor diode DIl and coupled
through the primary to the signal circuit to match impedances. The second stage is a common-emitter amplifier 02
with its collector tuned by the transformer 73 and varactor D2. Both stages share a common bias current source,
which is modulated by the RF AGC voltage. The RF amplifier output signal is connected through coupling
capacitor C28 to the mixer input on pin 18, along with the IF AGC voltage through R22.

The mixer is a doubly balanced multiplier-type mixer similar to that on fig. 5.10.5, operated in linear
mode so that no second harmonics of the RF and oscillator signals are generated. The mixer output appears
on pin 9 and is coupled through singly tuned transformer 74 for impedance matching into a 450-kHz ceramic
IF filter block with a 20-kHz band pass, to the IF amplifier input on pin 10.

The local oscillator is tuned by inductor 76 and varactor D3 connected at pin 16. An internal level detec-
tor and bias circuit control the output level of the oscillator as its frequency changes to maintain a constant out-
put level. This reduces the harmonic output of the oscillator to reduce spurious responses. The oscillator output
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Figure 7.12.1 Electronically tuned AM receiver using National LM1863 mixer/oscillator/IF/detector chip.
(By permission of National Semiconductor Corporation.)

is internally coupled to one input of the mixer and also passed through a buffer amplifier to the output pin 17
for feedback to the synthesizer for the phase-locked-loop frequency control.

The IF amplifier is a single-stage differential amplifier operated in single-ended input mode, followed
by a common-emitter amplifier whose collector is tuned by a single tuned circuit 7’5 connected at pin 12 (the
IF amplifier output). The emitter current source of the differential pair is used to apply AGC control.

The IF output is internally coupled through a buffer amplifier to a peak-rectifying envelope detector.
The detected audio output is passed through a buffer amplifier to pin 13 and on to successive audio stages.

A sample of the detector output dc level (which is proportional to the carrier level) is separately ampli-
fied and passed through a two-stage filter to provide AGC to the mixer stage, which is coupled through pin 1
and R22 (mentioned before). The AGC voltage at this point is passed through a second AGC amplifier and
applied to the main IF differential stage, all internally. Bypass capacitors CI on pin 1 and C2 on pin 3 complete
the two AGC filter blocks. The IF AGC threshold is set so that an input signal level of 30V will give 20-dB
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Performance Summary
Static Characteristics
Supply Current 82mA
Operation Voltage 7.0-16V
Dynamic Characteristics
fyiop = 1kHz, f, = 1.0 MHz 30% MOD

Maximum Sensitivity 22V
20 dB Quieting 30 wv°
S/N (10 mV Input) 54 dB
THD 0.2%
Audio Output 125 mV
Stop Signal Threshold 50 pV*
Stop “Window” 4 kHz
Stop Time <50 ms
RF Bandwidth 28 kHz
Image Rejection >70 dB
RF AGC Threshold 3mV’
‘with 16 dB Antenna Pad

“"Externally Adjustable

Figure 7.12.2 Block schematic of the national LM1863 AM ETR chip with its performance characteristics. (By
permission of National Semiconductor Corporation.)

suppression of the noise level. A sample of the AGC voltage is also passed to a driver amplifier, producing a
voltage to drive an external dc voltmeter to indicate received signal strength at pin 15.

A second AGC detector samples the RF signal at the mixer input, and when this level exceeds 6 mV,
it puts out the RF AGC voltage on pin 3 to desensitize the RF amplifiers and prevent overloading the mixer.
This voltage is applied to the RF stage after filtering by R19, C11.

A sample of the IF amplifier output at pin 12 is also internally connected to an amplifier tuned to the IF
center frequency at 450 kHz. The tuning is accomplished by a ceramic resonator connected to pin 7, in paral-
lel with 12-k€ resistor R2. This resistor has the effect of spoiling the Q of the resonator so that a 4-kHz-wide
“window” is established about the center frequency. When a 450-kHz signal is in the window, it is amplified
and passed to a peak detector to produce a bias signal. This is compared with the AGC voltage, and if both are
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present, a logic low output signal (the valid station stop signal) is passed through pin 8 to the tuning controller
to stop automatic scanning. A voltage divider R21 and potentiometer RI present a preset voltage to pin 5 to allow
adjustment of the signal threshold level, at which scan stop signal occurs.

The companion chip to the LM1863 is the LM1865. This is a complete integrated IF/oscillator/mixer/
detector system for an FM receiver with a 10.7-MHz IF. This chip also uses a discrete-component RF tuner
using varactors, and the two chips can be installed in the same unit to allow the choice of either AM or FM
reception. Both are controlled by the tuning system discussed in Section 7.11. The reader is referred to the
National Semiconductor Corporation Linear Applications Data Book for details (AN-382, page 973).

PROBLEMS

7.1. A receiver tunes the 3- to 30-MHz HF band in one range, using an IF of 40.525 MHz. Find the range
of oscillator frequencies, the range of image frequencies, and the type of filters needed to make the
receiver function properly.

7.2. A superheterodyne receiver tunes the range from 4 to 10 MHz with an IF of 1.8 MHz. A triple gang
tuning capacitor with a maximum capacity of 125 pF per section is used. Find (a) the RF circuit coil
inductance, (b) the RF circuit frequency tuning ratio, (c) the RF circuit capacitance tuning ratio, (d) the
required minimum capacity per section, (e) the oscillator maximum and minimum frequency and the
frequency tuning ratio, and (f) the oscillator capacitance tuning ratio.

7.3. The oscillator section of the receiver in Problem 7.2 uses a padder capacitor to set its tuning range.
Find the value of the padder capacitor and the oscillator inductor.

7.4. Repeat Problem 7.3 using a trimming capacitor.

7.5. Find the values of C; and C, for three-point tracking for the receiver of Example 7.4.1 using a 350 pF
per section tuning capacitor and a crossover frequency at 1000 kHz. (Note: This is a more difficult
problem.)

7.6. A double-conversion receiver uses a first [IF = 10.7 MHz (up conversion) and a second IF = 450 kHz.
It is to receive a signal at 3.9 MHz. Find the image frequency and all spurious response frequencies
to the second harmonic. Will any of them fall within + 100 kHz of the first IF? What effect would the
second harmonic of an unfiltered signal at 5.35 MHz have on the receiver?

7.7. (a) Find the image frequency range for the receiver in Problem 7.2. Do any of the image frequencies
fall in the receiver passband? (b) If the RF circuits have combined effective Q of 50 at the top end of
the band, find the image rejection ratio in decibels at that frequency.

7.8. For the receiver of Fig. 7.10.1, assume that the RF stage contains two parallel tuned circuits, each with
a Q = 20, tuned to the center channel at 151.5 MHz. (a) Find the relative response to the low-end
channel located at 150 MHz. (b) Find the image frequency and image rejection ratio for the low-end
channel in decibels.

7.9. (a) Find all the spurious response frequencies for the receiver in Problem 7.2 when it is tuned to a
signal of 7.3 MHz, assuming that harmonic components above the third are insignificant. (b) Which
ones fall within *2 IF of the signal frequency?

7.10. For the frequency synthesizer of Fig. 7.11.1, operating in the AM band from 550 to 1600 kHz with
a 450-kHz IF, find the value of K if the PLL is to lock at 10 kHz. A 1-MHz crystal oscillator is to be
used. Also find the minimum and maximum values of N for 106 channels each 10 kHz wide. What
is the spacing between adjacent channel values of N?
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7.11.

7.12.

7.13.

7.14.

7.15.

7.16.

7.17.

7.18.

7.19.
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Repeat Problem 7.10 for the FM band 88 to 108 MHz, with IF = 10.7 MHz and locking on 25 kHz.
The band has 99 channels each 200 kHz wide.

The tuning system in Fig. 7.11.1 uses a DS8907 synthesizer chip. If this chip is replaced by a
DS8906, which is designed to lock at 0.5 kHz for AM and 12.5 kHz for FM, repeat Problem 7.10.
Repeat Problem 7.11 using a DS8906 synthesizer.

A receiver is tuned to the 4-30MHz HF band in one range using an IF of 35.525MHz. Find the range
of oscillator frequencies, the range of image frequencies, and the type of filters needed to make the
receiver function properly.

When a superheterodyne receiver is tuned to 1060kHz, its local oscillator provides the mixer with an
input 1415kHz. (a) What is its image frequency? (b) The antenna of this receiver is connected to the
mixer via a tuned circuit whose loaded Q is 60. What will be the rejection ratio for the calculated
image frequency?

Calculate the image rejection of a receiver having an RF amplifier and an IF of 455kHz, if the Qs of
the relevant coils are 60, at an incoming frequency of (a) 12000kHz and (b) 40MHz.

A superheterodyne receiver having an RF and an IF of 455kHz is tuned to 10MHz. Calculate the Qs
of the RF and Mixer stages, if the receiver’s image rejection is to be 120.

A superheterodyne receiver tunes to the range from 6 to 10MHz with an IF of 2.8MHz. (a) Find the
image frequency range. (b) If the RF circuits have combined effective Q of 50 at the top of this band,
find the image rejection ratio in dBs at that frequency.

Calculate the image frequency rejection of a double-conversion receiver which has a first IF of SMHz
and a second IF of 600kHz and an RF amplifier whose tuned circuit has a Q of 70 (the same as that
of the mixer) and which is tuned to 30MHz signal. Give the answere in decibels.
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Amplitude
Modulation

8.1 Introduction

To modulate means to regulate or adjust, and in the present context it means to regulate some parameter of a
high-frequency carrier wave with a lower-frequency information signal. The need for modulation first arose in
connection with radio transmission of relatively low frequency information signals such as audio signals. For
efficient transmission it was found that the antenna dimensions had to be of the same order of magnitude as the
wavelength of the signal being transmitted. The relationship between frequency f and wavelength A for radio
transmission is fA = ¢, where ¢ = 3 X 10% m/s is the velocity of light in free space. For a typical low-frequency
signal of frequency 1 kHz, the wavelength would therefore be on the order of 300 km (or 188 miles), which is
obviously impractical.

The problem was overcome by using the low-frequency signal to modulate a much higher frequency
signal termed the carrier wave, because it effectively carried the information signal. The relatively short
wavelength of the high-frequency carrier wave meant that efficient antennas could be constructed.

For the practical implementation of modulation, the carrier frequency has to be very much greater than
the highest frequency in the modulating signal, as will be shown later when specific circuits are examined.
In practice, the carrier is always sinusoidal and can be described by

ec(t) = E¢ max sSin(2mfet + &) (8.1.1)

The parameters that can be modulated are the amplitude E, 1,x, the frequency f., and the phase ¢,.
The latter two come under the general heading of angle modulation and are the subject of Chapter 10.

A number of different forms of amplitude modulation are in use, and it becomes necessary to distin-
guish between these. The original concept, which is still widely in use, for example in the medium-wave
broadcast band, is referred to simply as amplitude modulation or AM (or sometimes as standard AM) and is
described in the following sections. As mentioned in Section 2.6, where simple harmonic functions are used,
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the consine function is normally taken as reference [see Fig. 2.6.1(c)]. This practice will be followed here,
although the term sinusoidal will be used when referring to either sine or cosine functions.

8.2 Amplitude Modulation

In amplitude modulation a voltage proportional to the modulating signal is added to the carrier amplitude. Let
the added component of voltage be represented in functional notation as e,,(f); then the modulated carrier
wave is given by

e(t) = [Ecmax + em(D)]cosQufit + b;) 8.2.1)

The term [E, max T+ en()] describes the envelope of the modulated wave. Figure 8.2.1 shows
(a) an arbitrary modulating signal, (b) a carrier wave, and (c) the resulting AM wave, where the envelope is seen
to follow the modulating signal waveform. This also illustrates graphically why the term carrier is used.

e,(?) Modulating waveform
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Figure 8.2.1 (a) Modulating voltage waveform. (b) Carrier wave. (¢) Modulated waveform, showing the envelope that
follows the modulating waveform.
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8.3 Amplitude Modulation Index

Referring to Fig. 8.2.1(c), the modulation index is defined as

Emax - Emin (8.3.1)
Emax + Emin

m =

In the case of a periodic modulating signal, such as shown in Fig. 8.2.1, it is easy to identify the maximum
and minimum voltages of the modulated wave. With a nonperiodic signal, such as a speech waveform, these
quantities will vary, and hence the modulation index will also vary. What is important is that the modulation
index must not be allowed to exceed unity. If the modulation index exceeds unity the negative peak of the
modulating waveform is clipped, as shown in Fig. 8.3.1. This is bad enough in itself, but, in addition, such
clipping is a potential source of interference, as will be shown shortly.

It will be noticed that overmodulation (m > 1) occurs when the magnitude of the peak negative volt-
age of the modulating wave exceeds the peak carrier voltage. Under these conditions in practice, Eni, 1S
clamped at zero, as shown in Fig. 8.3.1(b). The mathematical expression for the modulated wave, Eq. (8.2.1),
is not valid under these conditions. The envelope [E. max T+ €,(?)] goes negative, which mathematically
appears as a phase-reversal rather than a clamped level.

Viewing the modulated waveform directly on an oscilloscope is difficult when the modulating wave-
form is other than periodic because of the problem of synchronizing the sweep to obtain a stationary pattern.
The problem can be overcome using the trapezoidal method of monitoring the modulation. The trapezoidal

elﬂ(t)
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Figure 8.3.1 AM wave for which m > 1. (a) Modulating waveform and (b) the modulated waveform, showing clipping
on the negative modulation peaks.
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Figure 8.3.2 (a) Basic Lissajous method. (b) Method of obtaining the trapezoidal display.

method is similar to that used to produce Lissajous patterns. Figure 8.3.2(a) shows the basic Lissajous
method, in which the same waveform is applied to both horizontal and vertical plates of the oscilloscope.
Assuming that the horizontal and vertical gains are equal and that the spot is initially centered on the screen,
the spot will be at the screen center whenever the voltage is zero, as at A.

Whenever the voltage goes positive, as at B, the spot is deflected vertically upward and horizontally to
the right by equal amounts, irrespective of the waveshape, and therefore the spot traces out the upper part of
the diagonal line. Likewise, whenever the voltage goes negative, as at C, the downward deflection is equal
to that to the left, producing the lower part of the diagonal line.

When the modulated wave is applied to the vertical plates, the spot is deflected vertically by the car-
rier voltage. For example, at A in Fig. 8.3.2(b), where the modulating voltage is zero, the spot traces out a
vertical line centered on the screen, proportional to the peak-to-peak carrier voltage. As the modulating volt-
age goes positive, as at B, the peak-to-peak voltage of the modulated wave increases while the spot is
deflected to the right. The trace is therefore trapezoidal, rather than just a single diagonal line. Likewise,
when the modulating voltage goes negative, as at C, the peak-to-peak voltage decreases, while the horizon-
tal deflection is to the left, resulting in the trapezoidal pattern continuing to the left.

Figure 8.3.3 shows a number of the patterns that can be obtained. Figure 8.3.3(a) shows the normal
pattern from which the modulation index is easily obtained. Denoting the peak-to-peak voltage by Ej,, the
longest vertical displacement is L = Ej;, max and the shortest is Ly = Ej, min. But since Ej, max = 2Emax
and Ej, min = 2Epip, the trapezoidal display gives, on canceling out the common factor 2,
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Lz = 2Emin Ll = 2Emax

Figure 8.3.3 (a) Normal trapezoidal pattern. (b) Trapezoidal pattern for m > 1. (c) Envelope distortion resulting from
insufficient RF drive to the modulator. (d) Envelope distortion resulting from non-linearities in the modulator.

Enax — Emin
Emax t Emin
L — L
L+ L,

m =

(8.3.2)

Figure 8.3.3(b) shows the pattern obtained when overmodulation occurs. When E;, is zero, the length
L, becomes zero and the trapezoid reduces to a triangle. Overmodulation results in a spike being produced
at the L, point of the triangle, since the carrier voltage is cut off completely. (In some practical situations,
leakage of the carrier may occur through the circuit, resulting in a blurring of the spike.)

It will be seen that the modulation index is zero when Eax = Enin E¢ max, and it is unity when E,;, = 0.
Thus, in practice, the modulation index should be in the range

0=m=1 (8.3.3)

Figures 8.3.3(c) and (d) show two of the patterns obtained when envelope distortion is present. In
Figure 8.3.3(c), the modulator output flattens off at high modulation levels, which could be a result of insuffi-
cient carrier input (or drive) to the modulator at these levels. Figure 8.3.3(d) shows the effect of a nonlinearity
in the modulator, which indicates an accentuation of high levels of modulation relative to low levels.

EXAMPLE 8.3.1

A modulating signal consists of a symmetrical triangular wave having zero dc component and peak-to-
peak voltage of 11 V. It is used to amplitude modulate a carrier of peak voltage 10 V. Calculate the mod-
ulation index and the ratio of the side lengths L{/L; of the corresponding trapezoidal pattern.
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SOLUTION
Epax = 10 + — = 155V
Emin = 10 — — = 45V
155 —
m o= 22 =4 s
155 + 4.5

L L is proportional to 15.5V, L, to 4.5V, and therefore L{/L, = 15.5/4.5 = 3.44.

Fortunately, many of the characteristics of AM can be examined using sinusoidal modulation as
described in the following sections.

8.4 Modulation Index for Sinusoidal AM

For sinusoidal AM, the modulating waveform is of the form

em(t) = Ejmaxcos2mft + &) (8.4.1)

In general the fixed phase angle ¢, is unrelated to the fixed phase angle ¢, for the carrier, showing that these
two signals are independent of each other in time. However, the amplitude modulation results are independ-
ent of these phase angles, which may therefore be set equal to zero to simplify the algebra and trigonometry
used in the analysis. The equation for the sinusoidally modulated wave is therefore

e(t) = (E; max T Em max€OS 27f,t)cos 2mf,t (8.4.2)
Since in this particular case Ennax = E¢ max T Em max and Enin = E¢ max — Ei max the modulation index is

given by

max Emin

m=——
Emax + Emin

_ Pmmax (8.4.3)

EC max

The equation for the sinusoidally amplitude modulated wave may therefore be written as

e(t) = E. max(1 + mcos 27f,,t)cos 2f,t (8.4.4)

Figure 8.4.1 shows the sinusoidally modulated waveforms for three different values of m.

8.5 Frequency Spectrum for Sinusoidal AM

Although the modulated waveform contains two frequencies f,. and f,,,, the modulation process generates new
frequencies that are the sum and difference of these. The spectrum is found by expanding the equation for
the sinusoidally modulated AM as follows:
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Figure 8.4.1 Sinusoidally amplitude modulated waveforms for (a) m = 0.5 (undermodulated), (b) m = 1 (fully
modulated), and (c) m > 1 (overmodulated).

e(t) = E; max (1 + m cos 2mf,,t)cos 2mf.t

= E_ max €08 2Tf,. t + mE; yax €OS 27f,,,;t X cos 2mf.t

= E, oy €08 21fot + %EC ax €08 270 (f — fon)t + %EC i €08 270 (fs + f)f (8.5.1)

It is left as an exercise for the student to derive this result making use of the trigonometric identity

cos(A = B) = cos A cos B + sin Asin B (8.5.2)
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Equation (8.5.1) shows that the sinusoidally modulated wave consists of three components: a carrier
wave of amplitude E. ,x and frequency f;, a lower side frequency of amplitude mE, y,x/2 and frequency
fe — fm> and an upper side frequency of amplitude mE, ,x/2 and frequency f, + f;,. The amplitude spectrum
is shown in Fig. 8.5.1.

— EXAMPLE 8.5.1
A carrier wave of frequency 10 MHz and peak value 10 V is amplitude modulated by a 5-kHz sine wave

of amplitude 6 V. Determine the modulation index and draw the amplitude spectrum.

SOLUTION m = T6() =0.6

The side frequencies are 10 = 0.005 = 10.005 and 9.995 MHz. The amplitude of each side frequency is
L 0.6 X 10/2 = 3 V. The spectrum is shown in Fig. 8.5.1(b).

This result is of more than mathematical interest. The three components are present physically, and,
for example, they can be separated out by filtering. Use is made of this in single-sideband transmission, dis-
cussed in Chapter 9.

The modulated wave could be considered to be generated by three separate generators, as shown in
Fig. 8.5.2(a). Although such an arrangement would be difficult to set up in practice (because of the difficulty

Ec max
% EC max % Ez: max
f c 7fm f( f c +.fm
(@)
10V
3V 3V
9.995 10 10.005 / MHz
(b)

Figure 8.5.1 (a) Amplitude spectrum for a sinusoidally amplitude modulated wave. (b) The amplitude spectrum for a
10-MHz carrier of amplitude 10 V, sinusoidally modulated by a 5-kHz sine wave of amplitude 6 V (Example 8.5.1).
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+
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Figure 8.5.2 (a) Generator representation of a sinusoidally amplitude modulated wave. (b) Result of a computer sim-
ulation of the three-generator arrangement for E, p,ox = 5V, m = 0.5, f, = 100 kHz, and f,, = 10 kHz.

in maintaining exactly the right frequencies), it is easily simulated on a computer, and the result of such a
simulation obtained using Mathcad is shown in Fig. 8.5.2(b).

8.6 Average Power for Sinusoidal AM

Figure 8.5.1(a) shows that the sinusoidally modulated wave can be represented by three sinusoidal sources
connected in series. A general result of ac circuit theory is that the average power delivered to a load R by
series-connected sinusoidal sources of different frequencies is the sum of the average powers from each
source. The average power in a sine (or cosine) voltage wave of peak value E,x developed across a resistor
RisP = E2maX/2R. Applying these results to the spectrum components of the sinusoidally modulated wave
gives, for the average carrier power,

2
Pe = E¢ max (8.6.1)
2R
and for each side frequency
2
(ME. max/2)
Psp = R
>
= — P (8.6.2)
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Hence the total average power is
Pr=Pc+ 2 X Pgp

2
_ Pc(l N ";) (8.6.3)

At 100% modulation (m = 1), the power in any one side frequency component is Psp = Pc/4 and the
total power is Pz = 1.5P¢. The ratio of power in any one side frequency to the total power transmitted is
therefore 1/6. The significance of this result is that all the original modulating information is contained in the
one side frequency, and therefore a considerable savings in power can be achieved by transmitting just the
side frequency rather than the total modulated wave. In practice, the modulating signal generally contains a
band of frequencies that results in sidebands rather than single side frequencies, but, again, single-sideband
(SSB) transmission results in more efficient use of available power and spectrum space. Single-sideband
transmission is considered in Chapter 9.

8.7 Effective Voltage and Current for Sinusoidal AM

The effective or rms voltage E of the modulated wave is defined by the equation

E_»p (8.7.1)
R T

Likewise, the effective or rms voltage E, of the carrier component is defined by

2
Ec_p. (8.7.2)
R
It follows from Eq. (8.6.3) that
E—pefi+)
R '€ 2
2 2
E
—=C(y 4+ 2 (8.7.3)
R 2
from which
2
E=Ec\[1+ 3 (8.7.4)
A similar argument applied to currents yields
2
m
I=1Ic\[1+

P (8.7.5)
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where I is the rms current of the modulated wave and /. the rms current of the unmodulated carrier. The
current equation provides one method of monitoring modulation index, by measuring the antenna current
with and without modulation applied. From Eq. (8.7.5),

V]

The method is not as sensitive or useful as the trapezoidal method described earlier, but it provides a
convenient way of monitoring modulation where an ammeter can be inserted in series with the antenna, for
example. A true rms reading ammeter must be used, and care must be taken to avoid current overload
because such instruments are easily damaged by overload.

— EXAMPLE 8.7.1

The rms antenna current of an AM radio transmitter is 10 A when unmodulated and 12 A when sinu-
soidally modulated. Calculate the modulation index.

12\
SOLUTION m = 2[(10) - 1] = 0.94

8.8 Nonsinusoidal Modulation

Nonsinusoidal modulation has already been illustrated in Fig. 8.2.1 and the modulation index determined as
shown in Section 8.3. Sometimes the modulation depth, rather than modulation index, is used as a measure
of modulation. The modulation depth is the ratio of the downward modulation peak to the peak carrier level,
usually expressed as a percentage. As shown in Fig. 8.3.1, overmodulation occurs if the modulation depth
exceeds 100%, irrespective of the modulating waveshape. (For sinusoidal modulation, modulation depth is
equal to the modulation index. Signal generators generally employ sinusoidal modulation but have meters
calibrated in modulation depth.)

Nonsinusoidal modulation produces upper and lower sidebands, corresponding to the upper and lower
side frequencies produced with sinusoidal modulation. Suppose, for example, that the modulating signal has
a line spectrum as shown in Chapter 2 so that it can be represented by

e, (1) = Eqmax €08 2mf1t + Epmax €0S 2Tfot + E3pax €OS 2f3t + -+ (8.8.1)
As before, the AM wave is
e(t) = [Eq;max T em(?)] cos 2mf.t (8.8.2)

If in general the ith component is denoted by subscript i, then individual modulation indexes may be
defined as m; = E; max/E. max and the trigonometric expansion for Eq. (8.8.2) yields a spectrum with side
frequencies at f. = f; and amplitudes m; E. nax/2. This is sketched in Fig. 8.8.1(a). Thus, taken together, the
side frequencies form sidebands either side of the carrier component. Again, the practicalities of AM demand
that the carrier frequency be much greater than the highest frequency in the modulating wave, so the side-
bands are bandlimited about the carrier frequency as shown.
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Figure 8.8.1 (a) Amplitude spectrum resulting from line spectra modulation. (b) Amplitude spectrum for a power den-

sity modulating spectra.

The total average power can be obtained by adding the average power for each component (just as was

done for single-tone modulation), which results in

2 2 2
m
Pr=pP 1+ 2+ 220 (8.8.3)
2 2 2
Hence an effective modulation index can be defined in this case as
Meff = \/m% +oms 4 ms 4 (8.8.4)
It follows that the effective voltage and current in this case are
m2
E=E\/1+—= (8.8.5)
2
m2 e
1=1\/1+=— (8.8.6)
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When the modulating signal is a random power signal such as speech or music, then the concept of
power spectral density must be used, as shown in Chapter 2. Thus, if the power spectral density curve is as
sketched in Fig. 2.17.1, when used to amplitude modulate the carrier, double sidebands are generated as
shown in Fig. 8.8.1(b). Again it is assumed that the modulating signal is bandlimited such that the highest
frequency in its spectrum is much less than the carrier frequency.

It will be seen therefore that standard AM produces upper and lower sidebands about the carrier, and
hence the RF bandwidth required is double that for the modulating waveform. From Fig. 8.8.1,

Brr = (fe + finmax) — (e = fin max)
= 2 fin max (8.8.7)

where f;, max 1S the highest frequency in the modulating spectrum. As with the sinusoidal modulation, either
sideband contains all the modulating signal information, and therefore considerable savings in power and
bandwidth can be achieved by transmitting only one sideband. Single sideband (SSB) transmission is the
subject of Chapter 9.

Previously, overmodulation was shown to result in distortion of the modulation envelope (see Fig. 8.3.1).
Such distortion also results in sideband frequencies being generated that lie outside the normal sidebands and
that may overlap with the sidebands of adjacent channels. This form of interference is referred to as sideband
splatter and must be avoided. Hence the necessity of ensuring that the modulation index does not exceed unity.

8.9 Double-sideband Suppressed Carrier (DSBSC) Modulation

Certain types of amplitude modulators make use of a multiplying action in which the modulating signal mul-
tiplies the carrier wave. The balanced mixer described in Section 5.10 is one such circuit, and in fact these
are generally classified as balanced modulators. As shown by Eq. (5.10.17), the output current contains a
product term of the two input voltages. When used as a modulator, the oscillator input becomes the carrier
input, and the signal input becomes the modulating signal input. The output voltage can then be written as

e(t) = key,(t) cos 2mf,t (8.9.1)
where k is a constant of the multiplier circuit. The expression for standard AM with carrier is

e(t) = (Eqmax T em(t))cos 2mf .t
= E_ max €0s 27f.t + e, (t)cos 2mf.t (8.9.2)

The major difference between the multiplier result and this is that carrier term E, p,,xc0S 27f, is absent
from the multiplier result. This means that the carrier component will be absent from the spectra, which oth-
erwise will be the same as for AM with carrier. The constant multiplier k can be regarded simply as a scal-
ing factor, and it will not materially affect the results. This type of amplitude modulation is therefore known
as double-sideband suppressed carrier (DSBSC). The spectra are sketched in Fig. 8.9.1 for sinusoidal mod-
ulation and for the general case.

The absence of a carrier component means that DSBSC utilizes the transmitted power more efficiently
than standard AM; however, it still requires twice the bandwidth compared to single sideband (SSB). It
should be noted that, although the bandwidth is double that required for SSB, the received power is also
double that obtained with SSB, and therefore the signal-to-noise ratio is the same. However, conserving
bandwidth is an important aim in communications systems, and usually DSBSC represents one step in
generating SSB, as described in Chapter 9.
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Figure 8.9.1 DSBSC spectrum for (a) sinusoidal modulation and (b) the general case.
8.10 Amplitude Modulator Circuits

Amplitude modulation may be achieved in a number of ways, the most common method being to use the mod-
ulating signal to vary the otherwise steady voltage on the output electrode of an amplifier. Vacuum tubes are
used for very high power outputs (in the kilowatt and higher ranges), and transistors are used for lower powers.
(Pentode vacuum tubes and transistors have similarly shaped output characteristics, although they operate at
greatly different voltage and current levels.) The basic circuit for a BJT modulator is shown in Fig. 8.10.1. The
transistor is normally operated in the class C mode in which it is biased well beyond cutoff. The carrier input
to the base must be sufficient to drive the transistor into conduction over part of the RF cycle, during which the
collector current flows in the form of pulses. These pulses are periodic at the carrier frequency and can there-
fore be analyzed into a trigonometric Fourier series, as shown in Chapter 2. The tuned circuit in the collector
is tuned to resonate at the fundamental component, and thus, to a close approximation, the RF voltage at the
collector is sinusoidal.

Modulating
signal

. Power . 7v )
amplifier "
+
r Modulated
RF output

VC C

RF bypass capacitor

RF drive

Bias
L

Figure 8.10.1 Basic circuit for a BJT collector modulator.
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Figure 8.10.2 The BJT output characteristics, also showing one RF cycle of operation.

When a modulating voltage is applied, the steady collector voltage changes to a slowly varying voltage
(slow compared to the RF cycle) given by V'cc = Ve + vi,(f). The modulating voltage v,,(f) is applied in
series with V¢ through the low-frequency transformer. The RF bypass capacitor provides a low-impedance
path for the RF to ground so that negligible RF voltage is developed across the LF transformer secondary.

For the modulating voltage to have a controlling effect on the peak value of the current pulse, the RF
voltage on the collector must swing the transistor into its saturation region over part of each RF cycle. The
saturation line is shown on the output characteristics of Fig. 8.10.2. The region to the right of the saturation
line is known as the forward active region, and it will be seen that the collector current is virtually inde-
pendent of collector voltage in this region. Thus the RF load line must include the section O’A, the complete
RF load line for a fixed value of V- being shown as O'AV'c¢B.

One cycle of the base voltage is shown to the right of the output characteristics, and the corresponding
cycle of collector voltage is under the Vg axis. To the left is shown the current pulse that occurs during the cycle.

Figure 8.10.3(a) shows the output characteristics with three different load lines corresponding to three
different values of modulating voltage. The collector voltage is shown in Fig. 8.10.3(b) and the collector cur-
rent pulses in Fig. 8.10.3(c). When the class C modulator is properly adjusted, the RF voltage from collec-
tor to ground has a peak-to-peak value almost equal to 2V'c(, as shown in Fig. 8.10.3.

The modulated output is obtained through mutual inductive coupling, as shown in the circuit diagram.
The coupling prevents the “steady” voltage from being transferred to the output so that the RF varies about
a mean value of zero. This is shown in Fig. 8.10.3(d). It will be seen that the peak-to-peak voltages are trans-
formed in a linear fashion so that, denoting voltages on the collector side of the output transformer by V and
on the output side by E, E¢ max = KV max> Emax pp = KVmax pp» a0d Emin pp = KVinin pp, Where K is a con-
stant. It follows therefore that the modulation index is given by
_ Emax — Emin
m o= —max_ mmin

Emax T Emin
_ Emax pp Enin pp
Emax pp + Enp

in pp

_ Vmaxpp = Vimin pp (8.10.1)

Viax pp *+ Vinin pp
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Figure 8.10.3 (a) Output characteristics showing three load lines. (b) Collector voltage. (c¢) Current pulses.
(d) Modulated output voltage.

It is left as an exercise for the student to show that for sinusoidal modulation in particular

m = Yin max (8.10.2)
Vee
where V,;, max 1s the peak value of vy ().
The class C amplifier can be considered as a power converter. When no modulation is applied, it con-
verts the dc input power to the collector to the unmodulated RF output power, or Pc = nPcc, where Pc is
the unmodulated carrier power, Pc¢ the dc input power to the collector, and m is the conversion efficiency
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(conversion efficiencies can be quite high, typically 70% to 75%). When modulation is applied, the
“dc input” becomes a slowly varying input and assuming that the conversion efficiency remains the same,
the additional power supplied by the modulator goes into the creation of the sidebands or Psg = NPmod,
where Pgp is the total average sideband power and Pp,oq the average power supplied by the modulator.
Looking at this in another way, the modulator has to supply power equal to

Pse

8.10.3
M ( )

Prod =

Thus, for large power transmitters, the modulator must be capable of delivering large amounts of power.
For example, a 50-kW (unmodulated) transmitter would generate 25 kW of side-frequency power at 100%
sinusoidal modulation (see Section 8.6). Assuming a class C modulator efficiency of 75%, the modulator
would have to provide 33.3 kW of audio power (assuming an audio broadcast transmission). To avoid the need
for such large modulator powers, modulation would take place at a lower power level, and class B power
amplification used to increase the modulated signal up to the required level, as described in Section 8.12.

Another disadvantage with AM is the high voltage rating required of the modulator stage. As shown above,
the peak-to-peak collector voltage is 2(Vee + vy,(f)). Again, with 100% sinusoidal modulation the voltage can
reach a peak value of 2(Vee + Vi max) = 4V and the rating of the transistor must take this into account.

If the RF input to the base is sufficiently high to drive the modulator to full RF output at the peaks of
modulation, overdrive occurs at the lower levels of modulation, which can result in the production of exces-
sive harmonics. One way of overcoming this is to apply partial modulation to the driver stage to take effect
for positive peaks of modulating signal. Figure 8.10.4 shows one such circuit.

In this circuit, the transistor Q3 stage is fully modulated, while diodes MSD6100 (dual-package
diodes) allow stage O, to be modulated on the upward modulation swing; when the modulating voltage
swings below 13.6 V, the diode connected to the modulated supply ceases to conduct, thus cutting O, off
from the modulation while the other diode conducts, connecting Q5 to the unmodulated 13.6-V supply. This
means that the RF drive to Q3 is increased at the same time as the collector voltage increases because of mod-
ulation, thus increasing the drive to the Q3 output stage and preventing clipping.

The tuned output stage for Q3 is the series circuit of 470 pF and L3, while the various radio-frequency
chokes and capacitors in the collector line are for the purposes of filtering. The modulating amplifier is not
shown in the figure.

8.11 Amplitude Demodulator Circuits

At the receiver, a circuit must be provided that recovers the information signal from the modulated carrier. The
most common circuit in use is the diode envelope detector, which produces an output voltage proportional to
the envelope, which is the modulating or information signal. The basic circuit is shown in Fig. 8.11.1(a). The
diode acts as a rectifier and can be considered an ON switch when the input voltage is positive, allowing the
capacitor C to charge up to the peak of the RF input. During the negative half of the RF cycle, the diode is off,
but the capacitor holds the positive charge previously received, so the output voltage remains at the peak pos-
itive value of RF. There will, in fact, be some discharge of C, producing an RF ripple on the output waveform,
which must be filtered out.

As the input voltage rises with the modulating cycle, the capacitor voltage has no difficulty in follow-
ing this, but during the downward swing in modulation the capacitor may not discharge fast enough unless an
additional discharge path is provided by the resistor R. The time constant of the CR load has to be short enough
to allow the output voltage to follow the modulating cycle and yet long enough to maintain a relatively high
output voltage. The constraints on the time constant are determined more precisely in the next section.
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(a)
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Figure 8.11.1 (a) Basic diode envelope detector. (b) Voltage input waveform. (c) Voltage output waveform. (d) Voltage
across the diode.

Applying Kirchhoff’s voltage law to the circuit, the diode voltage v, is found to be
vy=e—v (8.11.1)

where e is the input voltage and v the output voltage. Figure 8.11.1(b) shows e, and Fig. 8.11.1(c) shows v,
both for sinusoidal modulation. By graphically subtracting v from e the graph of vy in Fig. 8.11.1(d) is
obtained. It is interesting to see that v; is positive only for very short periods, as indicated by the peaks v 4,
and it is during these peaks that the capacitor is charged to make up for discharge losses. The peak voltage
across the diode can rise to 4E,. .« at 100% sinusoidal modulation, a condition that should be compared with
the condition at the collector of the modulator described in the previous section.

Diagonal Peak Clipping. This is a form of distortion that occurs when the time constant of the RC load
is too long, thus preventing the output voltage from following the modulation envelope. The output voltage is
labeled Vj4y in Fig. 8.11.2(a), to show that it is the average voltage that follows the modulation envelope (that
is, the RF ripple is averaged out). The curve of Vyy for sinusoidal modulation is shown in Fig. 8.11.2(b). At
some time t4 the modulation envelope starts to decrease more rapidly than the capacitor discharges. The output
voltage then follows the discharge curve of the RC network until time #g, when it meets up with the modula-
tion envelope as it once again increases.

For sinusoidal modulation the condition necessary for the avoidance of diagonal peak clipping is found
as follows. Because of the capacitive nature of the RC load, the current leads the voltage as shown in



242 Electronic Communications

Fig. 8.11.2(c). The average current consists of two components, a dc component /p¢ and an ac component that
has a peak value Ip, as shown in Fig. 8.11.2(c). The dc component of voltage is approximately equal to the
maximum unmodulated carrier voltage or Vpc = E_. max and the direct current is Ipc = Vp¢/R. The peak
value of the average output voltage is Vp = m,. max, and the corresponding value of the peak current is Ip =
VplZp, where Z), is the impedance of the RC load at the modulating frequency.

If the envelope falls faster than the capacitor discharges, the diode ceases to conduct (since the capaci-
tor voltage biases it off), and the current /4y supplied by the diode goes to zero. This is shown in Fig. 8.11.2(c).
During the period the current is zero, the load voltage follows the discharge law of the RC network, resulting
in the diagonally clipped peak shown in Fig. 8.11.2(b). From Fig. 8.11.2(c), it is seen that for the avoidance
of diagonal peak clipping the direct current has to be greater than the peak current, or Ipc = |Ip|. Hence
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Figure 8.11.2 (a) Diode circuit supplying an average current /4y to the RC load. (b) Voltage waveform, illustrating
diagonal peak clipping. (c) Current waveform.
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— EXAMPLE 8.11.1

The RC load for a diode detector consists of a 1000-pF capacitor in parallel with a 10-k{) resistor.
Calculate the maximum modulation depth that can be handled for sinusoidal modulation at a frequency
of 10 kHz if diagonal peak clipping is to be avoided.

SOLUTION The admittance of the RC load is
1.
Y, p= E + j2wf,,C

= 10* +j6.2810°S

Hence

1
2, = — = 8467 Q
¥l

The maximum modulation index that can be handled without distortion is therefore

Z
m=MEO.SS
R

Since it is always the case that R > 1Z,, the diode demodulator must introduce diagonal peak clipping
as the modulation index approaches unity. In practice, however, the modulation index at the transmitter is
prevented from approaching unity to avoid overmodulation, with its consequent distortion and sideband
splatter.

Negative Peak Clipping. This is similar in appearance to diagonal peak clipping, but results from
the loading effect of the network R;C following the RC load [Fig. 8.11.3(a)]. Capacitor C is a dc blocking
capacitor, and resistor R represents the input resistance of the following stage.

Considering the normal situation where the reactance of C; is very small, and that of C is very large at
the modulating frequency (assumed sinusoidal), the ac impedance is simply R in parallel with R; or |Zpl =
R, = RR/(R = Ry). The modulation index must now meet the condition

R,
m=— 8.11.3
R ( )

In this situation, the current I4y is in phase with V4y, and over the period when Iy is zero
[Fig. 8.11.3(b)], the C; capacitor voltage remains approximately constant at Vpc, which in turn develops a
voltage equal to Vyn = Vpc R/ (R + Ryp) across R. It is this voltage that keeps the diode biased off. The
voltages across R and R; are shown in Fig. 8.11.3(c). The shape of the output voltage curve shows why the
term negative peak clipping is used.
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Figure 8.11.3 (a) Diode circuit including a dc blocking capacitor C; and the input resistor R; of the following stage.
(b) Average diode current. (c) The voltages across R and R;.

8.12 Amplitude-modulated Transmitters

Figure 8.12.1(a) shows the block diagram of a typical AM transmitter. The carrier source is a crystal-
controlled oscillator at the carrier frequency or a submultiple of it. This is followed by a tuned buffer ampli-
fier and a tuned driver, and if necessary frequency multiplication is provided in one or more of these stages.

The modulator circuit used is generally a class C power amplifier that is collector modulated as described
in Section 8.10. The audio signal is amplified by a chain of low-level audio amplifiers and a power amplifier.
Since this amplifier is controlling the power being delivered to the final RF amplifier, it must have a power driv-
ing capability that is one-half the maximum power the collector supply must deliver to the RF amplifier under
100% modulation conditions. A transformer-coupled class B push—pull amplifier is usually used for this purpose.

Low-power transmitters with output powers up to 1 kW or so may be transistorized, but as a rule the
higher-power transmitters use vacuum tubes in the final amplifier stage, even though the low-level stages
may be transistorized. In some cases where the reliability and high overall efficiency of the transistor are
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mandatory, higher powers can be obtained by using several lower-power transistorized amplifiers in parallel.
The system is complicated, and usually the vacuum-tube version will do the same job at lower capital cost.

Sometimes the modulation function is done in one of the low-level stages. This allows low-power
modulation and audio amplifiers, but it complicates the RF final amplifier. Class C amplifiers cannot be used to
amplify an already modulated (AM) carrier, because the transfer function of the class C amplifier is not linear.
The result of using a class C amplifier would be an unacceptable distortion of the modulation envelope. A linear
power amplifier, such as the push—pull class B amplifier, must be used to overcome this problem [Fig. 8.12.1(b)].

Modulator

Audio Audio Antenna
. . —>  power
input amplifier amplifier
. Modulator Antenna
Cr?/stal L, Buffer N DrlYer > amplifier [-»| matching
oscillator amplifier amplifier (class C) network
()
Antenna
Linear
From class B || Matching
modulator power network
amplifier
(b)
Carrier Class C Matching
- >
source modulator network :
Modulator E
power E
amplifier !
Audio /I\ Lincar | RF
input +C/7 demodulator sample
(©)

Figure 8.12.1 Amplitude modulated transmitters: (a) transmitter with a modulated class C final power amplifier; (b) lin-
ear class B push—pull power amplifier used when modulation takes place in a low-level stage; (c) negative feedback
applied to linearize a class C modulator.
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Unfortunately, the efficiency of this type of amplifier is lower than that of the comparable class C amplifier,
resulting in more costly equipment. Larger tubes or transistors must be used that are capable of dissipating the
additional heat generated.

The output of the final amplifier is passed through an impedance-matching network that includes the
tank circuit of the final amplifier. The Q of this circuit must be low enough so that all the sidebands of the
signal are passed without amplitude/frequency distortion, but at the same time must present an appreciable
attenuation at the second harmonic of the carrier frequency. The bandwidth required in most cases is a stan-
dard 3 dB at =5 kHz around the carrier. For amplitude-modulation broadcast transmitters, this response may
be broadened so that the sidebands will be down less than 1 dB at 5 kHz where music programs are being
broadcast and very low distortion levels are desired, or special sharp-cutoff filters may be used. Because of
the high power levels present in the output, this is not usually an attractive solution.

Negative feedback is quite often used to reduce distortion in a class C modulator system. The feedback
is accomplished in the manner shown in Fig. 8.12.1(c), where a sample of the RF signal sent to the antenna
is extracted and demodulated to produce the feedback signal. The demodulator is designed to be as linear in
its response as possible and to feed back an audio signal that is proportional to the modulation envelope. The
negative feedback loop functions to reduce the distortion in the modulation.

AM Broadcast Transmitters

Most domestic AM broadcast services use the medium-wave band from 550 to 1600 kHz. International AM
broadcasts take place in several of the HF bands scattered from 1600 kHz up to about 15 MHz. The mode of
transmission in all cases is double-sideband full carrier, with an audio baseband range of 5 kHz. Station
frequency assignments are spaced at 10 kHz intervals, and power outputs range from a few hundred watts for
small local stations to as much as 100 kW in the MW band and even higher for international HF transmitters.

A main requirement of an AM broadcast transmitter is to produce, within the limits of the 5-kHz audio
bandwidth available, the highest possible fidelity. The modulator circuits in the transmitter must produce a
linear modulation function, and every trick available is used to accomplish this. A typical AM broadcast
transmitter is shown in Fig. 8.12.2. The crystal oscillator is temperature-controlled to provide frequency sta-
bility. It is followed by a buffer amplifier and then by tuned class C amplifiers that provide the necessary
power gain to drive the final power amplifier. For high power output, vacuum tubes would be used as
described next. The modulator system is the triple equilibrium system, in which the main part of the modu-
lation is performed by plate-modulating the final class C power amplifier. Secondary modulation of both the
final grid and the plate of the driver stage is also included to compensate for bias shift in the final amplifier
that results from the nonlinear characteristic of the amplifier.

The final power amplifier is a push—pull parallel stage in which each side of the push—pull stage is com-
posed of several vacuum tubes operating in parallel, to obtain the power required. A further advantage of this
system is that, if one or more of the tubes in the system should fail, the remaining tubes will provide partial
output until repairs can be made, thus making a more secure system. Power dissipation in these final tubes
can be as high as 50 kW, in addition to several kilowatts of heater power. Water cooling systems are used to
dissipate the large quantities of heat produced.

The modulator amplifier is an audio-frequency push—pull parallel amplifier, which is transformer-coupled
to the modulator. The audio preamplifier stage includes a difference amplifier and an envelope detector that
demodulates a sample of the transmitter output and uses the signal to provide negative feedback. This feedback
further linearizes the modulation characteristic of the system.

Antenna systems for AM transmitters are large and usually must be located at some point remote from
the studio operations. All the studio signal operations are performed at relatively low levels and transmitted to
the main transmitter location, either over telephone wire lines or a radio link such as a microwave system.
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Figure 8.12.2 AM broacast transmitter.

Often the transmitters are unattended and are remotely controlled from the studio location. Service personnel
make periodic visits to do routine maintenance.

8.13 AM Receivers

The general principles of the superheterodyne receiver are described in Chapter 7, and specific operating
details of the AM envelope detector are discussed in Section 8.11. Most receivers in use today are assembled
from discrete components, although there is a trend toward the use of integrated circuits for subsections in
the receiver. Therefore, in this section, a very commonly encountered transistorized receiver will be
described, followed by the description of two integrated circuit-type receivers.

Discrete Component AM Receiver

The circuit for a standard broadcast receiver using discrete components is shown in Fig. 8.13.1. This is a
superheterodyne receiver, transistor Q1 functioning as both a mixer and an oscillator in what is known as an
autodyne mixer. The oscillator feedback is through mutual inductive coupling from collector to emitter, the
base of Q1 being effectively grounded at the oscillator frequency.

The AM signal is coupled into the base of Q1 via coil L1. Thus it is seen that Q1 operates in grounded
base mode for the oscillator while simultaneously operating in grounded emitter mode for the signal input.

Tuned IF transformer 7'1 couples the IF output from Q1 to the first [F amplifier Q2. The output from Q2
is also tuned-transformer-coupled through 72 to the second IF amplifier Q3. The output from Q3, at IF, is tuned-
transformer-coupled to the envelope detector D2, which has an RC load consisting of a 0.01-wF capacitor in
parallel with a 25-k{) potentiometer. This potentiometer is the manual gain control, the output from which is
fed to the audio preamplifier Q4. The audio power output stage consists of the push—pull pair Q5, Q6.

Automatic gain control (AGC) is also obtained from the diode detector D2, the AGC filter network
being the 15-k(} resistor and the 10-wF capacitor (Fig. 8.13.1). The AGC bias is fed to the Q2 base.
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Figure 8.13.1 Six-transistor 9-V receiver. (Courtesy General Electric Company.)

Diode D1 provides auxiliary AGC action. At low signal levels, D1 is reverse biased, the circuit being
arranged such that the collector of Q1 is more positive than the collector of 02. As the signal level increases,
the normal AGC bias to Q2 reduces Q2 collector current, resulting in an increase in Q2 collector voltage.
A point is reached where this forward biases D1, the conduction of D1, then damping the 7’1 primary and so
reducing the mixer gain.

AM Receiver Using Integrated Circuit Subsystem

Figure 8.13.2 shows the details of the integrated subsystem, and Figure 8.13.3 shows how this is connected as
an AM receiver. This package itself, illustrated in Fig. 8.13.2(a), is a 14-pin dual-in-line package, nominally
measuring 19 X 6.3 X 3.2 mm, and yet it contains six major circuit blocks, as shown in Figure 8.13.2(b).
These blocks are integrated on one chip, the complete subsystem circuit being shown in Fig. 8.13.2(c). The
circuit action is better understood in relation to the AM receiver application shown in Fig. 8.13.3. It will be
immediately seen that certain bulky components, notably the tuned circuits, have to be added externally.

The AM signal input is fed via a tuned coupled circuit to pins 11 and 12, which are the RF inputs. Pin 11
is grounded at RF, while pin 12 is connected to the base of transistor Q2 (Fig. 8.13.2(c)). Transistors Q2 and
03 form a cascode amplifier (see Section 5.8). The RF output at pin 13 is tuned-circuit-coupled to the mixer
input, pin 1. The mixer transistors are 96, Q7, connected as an emitter-coupled pair with the base of Q7 being
grounded for RF and IF signals. The local oscillator signal is generated by another emitter-coupled pair Q4, Q5
(requiring an external tuned circuit at pin 2). The oscillator is seen to control the current to the mixer pair
[Fig. 8.13.2(c)], and hence multiplicative mixing occurs between the AM input and the oscillator signals. An IF
output is obtained from the mixer output, pin 14, which is tuned-transformer-coupled back into the integrated
circuit at pin 7. This goes to the input of a cascode IF amplifier pair 09, 010, and the amplified IF output, at
pin 6, is fed via a tuned transformer to an envelope detector.
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Figure 8.13.2 AM radio receiver subsystem available in integrated circuit form: (a) the package details, nominally
measuring 19 X 6.3 X 3.2 mm; (b) block diagram of the subsystem; (c) equivalent schematic of the subsystem.
(Permission to reprint granted by Signetics Corporation, a subsidiary of U.S. Philips Corp., 811 E. Arques Avenue,
Sunnyvale, CA 94086.)

The AGC in this case employs a diode system separate from the detector diode. The IF signal is
coupled via the external 5-pF capacitor connected between pins 5 and 6 to the AGC diode D2 [see
Fig. 8.13.2(c)]. The rectifying action of D2, along with the filtering action of the externally connected
capacitor at pin 10 (Fig. 8.13.3), produces an AGC bias that is fed through the coil between pins 11 and
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Figure 8.13.3 Details of an AM radio receiver utilizing the subsystem of Fig. 8.13.2. (Permission to reprint granted by

Signetics Corporation, a subsidiary of U.S. Philips Corp., 811 E. Arques Avenue, Sunnyvale, CA 94086.)

12 (Fig. 8.13.3) to the base of the RF amplifier Q2. Transistor Q1, along with the associated circuitry, pro-
vides the reference bias for the AGC operation, and diode D1 provides auxiliary AGC action for large sig-
nals through its damping action on the IF, transformer in a manner similar to that described for diode D1

in Fig. 8.13.1.
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Diode D7 and resistor R19 form the voltage regulator, and the diode chains D10, D9, D8, and D3, D4,
D5, provide bias levels for Q3 and Q7, respectively. Transistor Q8 sets the bias level for Q9.

The active circuitry is easily integrated on a single chip, and because transistors are much more eco-
nomical to fabricate than resistors and capacitors in integrated circuits, the circuit design philosophy is to use
transistors and diodes wherever possible for bias control.

AM Receiver Using a Phase-locked Loop (PLL)

Figure 8.13.4(a) shows the basic circuit blocks in a phase-locked loop (PLL), yet another approach to the use
of integrated circuits in receivers. When the PLL locks onto the AM signal, the VCO frequency adjusts auto-
matically to be equal to the AM carrier frequency. If the free-running value of the VCO frequency (i.e., its
value before lock-in) is close to the AM carrier frequency, the VCO output voltage is approximately 90° out
of phase with the AM carrier voltage.

To compensate for the 90° phase difference that occurs within the PLL, the carrier is externally shifted
by a further 90°, as shown in Fig. 8.13.4(b). It does not matter whether the total phase difference is zero or
180°; the fundamental component of the VCO output will be proportional to sin w.f, where w,. is the angular
frequency of the carrier.

Amplifier
Input signal | Phase Low pass |
———>| detector | filter A
(PD.) (L.PF) |
Voltage
controlled

Oscillator oscillator Frequency control

output (.C.0) Bias voltage

signal

(a)

X PLL
I
X i
,—:—' PD. | LPFE. [—> :
! :
90° phase- ! :
shift network ! VC.O |
! :
I
L
Multiplier
A.M. signal ) J_ Demodulated
input F 1lter. output
capacnor:I:
(b)

Figure 8.13.4 (a) Basic phase-locked loop (PLL). (b) AM receiver utilizing the PLL.
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Let the modulating signal be represented by m(¢) and the AM signal, therefore, by (1 + m(#))cos w,t.
The output from the multiplier [Fig. 8.13.4(b)] is proportional to

_ A +m@)

(1 + m(1))cos Wt COSyet = > (1 + cos 2w.1) (8.13.1)

The cos 2wt term is filtered out and the modulating signal recovered from the term (1/2)m(t). This type of
detection is known as synchronous detection.

The circuit for a receiver using a commercially available PLL is shown in Fig. 8.13.5(a), and the cir-
cuit for the PLL unit is shown in Fig. 8.13.5(b). For a complete description of the circuit, the reader is
referred to the Signetics Analog Data Manual. Briefly, Q11, 12, 13, 14 form the multivibrator for the VCO.
010, 25, 6, 22 amplify the feedback control signal from the PLL phase detector, acting through Q21, 23 to
control the emitter currents of 012, 13 and thus the charging current to the multivibrator timing capacitor C,
(connected to pins 2 and 3) to change the VCO frequency.

The PLL phase detector consists of 06, 7, 8, 9 and Q17, 18. 06, 9 and Q7, 8 are coupled through a
resistor network to the VCO output 012, 13. The AM signal (which may be the output of a conventional AM
IF amplifier) is shifted by 90° by the network R,, Cy and fed to the phase detector input on pin 13. Typical
values are R, = 3000 (), C, = 135 pF for standard broadcast reception. Bypass capacitor Cp from pin 12
completes the shifted signal return path. The output from the phase detector from Q7 drives the feedback
amplifier 010, 25, 6, 22. Capacitor C;, connected between pins 14, 15 provides the low-pass filtering of the
control signal.

Transistors Q1, 2, 3, 4 and Q15, 16 form the multiplier circuit for the AM detector. This circuit oper-
ates in the same manner as the phase detector for the phase-locked loop. Ql, 4 and Q2, 3 are coupled to the
VCO output (providing the synchronous carrier signal), and Q15, 16 are differentially driven from the
unshifted AM input signal at pin 4. The demodulated output from Ql, 3 appears at pin 1, with C, acting as a
low-pass filter to remove the RF components before the signal is passed to an audio amplifier.

It is worth noting that the action of the two multiplier circuits in this chip is identical to that of the bal-
anced mixer circuit described in Section 5.10, which is also a multiplier. Also, with minor connection changes,
the same circuit can be used to demodulate an FM signal, operating in the manner described in Section 10.14.

It should also be noted that no external tuned circuits are required with the PLL detector, since, once
the VCO locks onto the incoming carrier, selectivity is automatically achieved. In practice, some RF selec-
tivity will be provided ahead of the PLL detector to prevent the VCO locking onto large unwanted carriers.

8.14 Noise in AM Systems

For AM systems that carry analog-type message signals, the signal-to-noise ratio is the most commonly used
measure of performance. As discussed in Chapter 4, all the noise generated within the receiver can be referred
to the receiver input, which makes it easy to compare receiver noise, antenna noise, and received signal.
The antenna and receiver noise powers can be added, so the receiving system can be modeled as shown in
Fig. 8.14.1.

From the point of view of determining the signal-to-noise ratio, the additional information needed is the
bandwidth of the system. From Fig. 8.14.1, it is seen that between the antenna and the detector stage there is
the bandwidth of the RF stages, followed by the bandwidth of the IF stages. Normally, the bandwidth of the
IF stages is very much smaller than the RF bandwidth, and this will be the bandwidth that determines the
noise reaching the detector. Following the detector, the bandwidth is that of the baseband, which is that
required by the modulating signal. To distinguish these clearly, the baseband bandwidth will be denoted by W
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Figure 8.14.1 Model of an AM receiver showing noise added.

and the IF bandwidth by Bjr. Also, for AM systems it may be assumed that Bjr = 2 W. In Section 4.2, the
concept of equivalent noise bandwidth was explained, and it will be further assumed that B;r and W refer to
the equivalent noise bandwidths.

Equation (4.20.3), which gives the noise output from a bandpass system, is rewritten here as

nyp(t) = ny(t) cos 2mfipt — no(t) sin oypt (8.14.1)

When the noise waveform is passed through the detector, the resulting noise output is very much dependent
on whether or not a carrier is present and on the size of the carrier. When evaluating the signal-to-noise ratio,
a carrier must be present. Let the modulated carrier be represented by

e(t) = E. max(1 + m cos 21f,,t) cos 2fpt
= A.(t) cos 2mfipt (8.14.2)

The input to the detector is therefore

eder(t) = e(r) + nyp(1)
= (Ac(t) + ny(1) cos 2mfypt — ng(1)sin 2mfipt (8.14.3)

The AM envelope detector recovers the envelope of this waveform, and therefore the waveform needs
to be expressed as a cosine carrier wave of the form R(¢) cos(w;rt + s(¢)). Derivation of the amplitude and
phase angle terms is left as an exercise for the student (see Problem 8.51). For the present application, the
phase angle ys(¢) can be ignored, and the amplitude term is given by

R = VIA0) + ne]? + [no(t)]* (8.14.4)

Although complete, this expression for R(¢) needs to be simplified to get a clearer picture of how the
noise adds to the output. For many situations, it can be assumed that the AM carrier is much greater than the
noise voltage for most of the time (remembering that the noise is random and that occasional large spikes
will be encountered that are greater than the carrier). With this assumption, R(¢) simplifies to

R() = VI + 24.(0my(t) + (]2 + [ng(1)

= Vian1® + 24.(0mi() (8.145)
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A further expansion and simplification of the square-root term can be made using the binomial theorem.

R(1) = \/[<Ac(r)]2 + 2A:()ny(1)

1/2
t
= Ac(t)(l P ))
Ac(t)
= A.(t) + ny(r) (8.14.6)
For sinusoidal modulation, this becomes
R(t) = E, pax T ME, max €08 27fy,t + ny(t) (8.14.7)

The envelope is seen to consist of a dc term, the modulating signal voltage, and the noise voltage n(?).
As shown in Section 8.11, the dc output from the detector is blocked so that only the ac components con-
tribute to the final output. For the noise, the available power spectral density is given by Eq. (4.20.4) as 2kT,
and hence the available noise power output is

P,y = 2kT,W (8.14.8)

The peak signal voltage at the output is mE, y,x, and hence the rms voltage is mE., where E,. is the
rms voltage of the unmodulated carrier at the receiver. The available signal power output is therefore

2.2
p _ME (8.14.9)
N 4R0ut . .
The output signal-to-noise ratio is
=
N o Pl’lO
szg
=— (8.14.10)
8RoutkT W

Standard practice is to compare the output signal-to-noise ratio to a reference ratio, which is the signal-
to-noise ratio at the detector input but with the noise calculated for the baseband bandwidth (W in this case).
The noise power spectral density at the detector input is k7, and so the reference noise power

P, rRer = kT,W (8.14.11)

The available signal power from a source with internal resistance R is [see Eq. (8.6.3)]

E2 2
Pr=—1+ m_ (8.14.12)
4R 2
Hence the reference signal-to-noise ratio is
Sy _ P
NJ/Rer  PuREF

CEx( + m?2)
"~ 4RKTW

(8.14.13)
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A figure of merit that is used is the ratio of these two signal-to-noise ratios. Denoting this by R, then

(S/N),

 (S/N)Rer

m? R,

2 + m?) Rout

Ram

(8.14.14)

The higher the figure of merit, the better the system. Normally, R,,; = R, and hence the highest value is lg
achieved at 100% modulation.
In the case of sinusoidal DSBSC, the received signal is of the form

e(t) = Epax COS wy,f cos 2fpt (8.14.15)

where Ej,y is the peak value of the received signal. The input to the detector is therefore

eder(r) = e(r) + n(r)
= (Emax €08 0y + ny(1)) cos 2mfipt — np(t) sin wypt

= A(1) cos ot — np(t) sin oypt (8.14.16)

where A(?) = (Empax cos w,,t + ny(f)). With DSBSC a different type of detection is used, known as coherent
detection. Demodulation of the DSBSC signal utilizes a balanced mixer (or similar circuit) as described in
Section 5.10. A locally generated carrier is required that is exactly locked onto the incoming carrier cos w;zt,
and the two signals are fed into the balanced mixer. One complication with DSBSC detection (which also
applies to SSB detection as described in Chapter 9) is generating the local carrier. However, methods are
available for achieving this, and as a result the output of the balanced demodulator is

Cout(?) = kegey(1) cos wypt (8.14.17)

where k is a constant of the multiplier circuit. Multiplying this out in full, which is left as an exercise for the
student, results in

k
eout(t) = E(Emax cos w,,r + ny(r)) + high frequency terms (8.14.18)

Low-pass filtering following the balanced demodulator removes the high-frequency terms, leaving, as
the baseband output,

k
= (Emax €08 0t + ny(1)) (8.14.19)

epp(t) = >

Thus, apart from the multiplying constant k/2 and the absence of a dc term, this output is the same as
that given in Eq. (8.14.7) for the standard AM case. The k/2 factor is common to signal and noise and can be
ignored. It should be noted, however, that, whereas the standard AM result requires that the carrier be much
greater than the noise, this approximation is not required for the DSBSC case. Equation (8.14.10) applies for
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the output signal-to-noise ratio, but with E,,,x replacing mE, y,x as seen by comparing eqs. (8.14.19) and

(8.14.7). The result is

(S)  (Ema/V2)*
» SRoukT,W

2
E” max

 16R o kT, W

(8.14.20)

For the reference signal-to-noise ratio, the reference noise is P,, rgr = kK7W as given by Eq. (8.14.11).
The rms voltage of the received (DSBSC) signal Ep,x COS Wt cOS ot 18 Emax/2 (note not Emax/\s“/Z,) as is

readily checked from ac circuit theory. The available signal power at the input is therefore

_ Emax/?)’

P
R 4R,

The reference signal-to-noise is therefore

2
E"max

S

N

The figure of merit is therefore

(S/N)o

R =0
DSBSC (S/N)REF

R
Rout

REF  16RKT,W

(8.14.21)

(8.14.22)

(8.14.23)

For R,y = Ry, the figure of merit is unity, which is three times better than the best that can be achieved
for Ran. It will be shown in Chapter 9 that single-sideband (SSB) transmission also has a unity figure of
merit, and since this requires half the bandwidth of a DSBSC signal, it is the preferred method of AM car-
rier transmission (apart from AM broadcast applications, where simplicity of receiver design has established

standard AM as the preferred method).

PROBLEMS

8.1. A sinusoidal carrier is amplitude modulated by a square wave that has zero dc component and a peak-to-
peak value of 2 V. The periodic time of the square wave is 0.5 ms. The carrier amplitude is 2.5 V, and its
frequency is 10 kHz. Write out the equations for the modulating signal, the carrier, and the modulated
wave, and plot these functions over a time base equal to twice the periodic time of the square wave.

8.2. A sinusoidal carrier is amplitude modulated by a triangular wave. The triangular wave has zero mean value
and is an even function, the first quarter-cycle being described by —1 + 8¢ volts, with ¢ in milliseconds. The
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periodic time of the triangular wave is 0.5 ms. The carrier amplitude is 2.5 V, and its frequency is 100 kHz.
Write out the equations for the modulating signal, the carrier, and the modulated wave, and plot these func-
tions over a time base equal to twice the periodic time of the triangular wave.

Calculate the modulation index for each of the modulated waves in Problems 8.1and 8.3.

A sinusoidal carrier has an amplitude of 10 V and frequency 30 kHz. It is amplitude modulated by a
sinusoidal voltage of amplitude 3 V and frequency 1000 Hz. Plot accurately to scale the modulated
waveform, showing two complete cycles of the modulating wave, and determine the modulation
index.

For a standard AM transmission, the maximum peak-to-peak voltage is 150 V and the minimum
peak-to-peak voltage is 50 V. Calculate the modulation index.

Why is it important in AM broadcast transmissions to prevent 100% modulation depth being
exceeded? Describe the trapezoidal method for monitoring such transmissions.

By using a suitable computer routine (such as Mathcad), or otherwise, plot the trapezoidal pattern for
the modulated wave of Problem 8.1.

By using a suitable computer routine (such as Mathcad), or otherwise, plot the trapezoidal pattern for
the modulated wave of Problem 8.2.

By using a suitable computer routine (such as Mathcad), or otherwise, plot the trapezoidal pattern for
the modulated wave of Problem 8.4.

A carrier of 10 V peak and frequency 100 kHz is amplitude modulated by a sine wave of 4 V peak
and frequency 1000 Hz. Determine the modulation index for the modulated wave and draw the ampli-
tude spectrum.

A 45-V (rms) carrier is amplitude modulated by a 30-V (rms) sine wave. Determine (a) the maximum
and minimum values of the peak-to-peak voltage of the modulated wave, (b) the amplitude of the side
frequencies, and (c) the modulation index.

The carrier for a standard AM transmission is given by e, = 10 sin 2fn'105t, and one side frequency
for sinusoidal modulation is given by e; = 3 cos 1.96710°¢. Determine the expression for the other
side frequency. Using a suitable computer routine (such as Mathcad) reconstruct the modulated wave
by summing the three spectrum components. Plot the result for a least two cycles of the modulating
waveform.

Determine for the Problem 8.12 the equation for the modulating waveform, stating clearly the ampli-
tude and frequency of the wave.

A standard AM transmission, sinusoidally modulated to a depth of 30%, produces side frequencies
of 4.928 and 4.914 MHz. The amplitude of each side frequency is 75 V. Determine the amplitude and
frequency of the carrier.

A modulating signal given by e,,, = 2 sin 2710% volts is used to amplitude modulate a carrier given by
e. = 10 sin 211'1061‘, where ¢ is the time in seconds. The modulated voltage wave is developed across a
50-( load resistor. (a) Write down the expression for the modulated wave. (b) Draw accurately to scale
the spectrum for the modulated wave. (c) Calculate the rms current in the load. (d) Calculate the total
average power. (e) Calculate the power at one side frequency. (f) Calculate the power in the carrier
component.

An AM transmitter has an unmodulated power output of 100 W. When sinusoidally modulated, the
power increases to 132 W. The transmitter feeds a resistive load of 100 (). (a) Calculate the modula-
tion index. (b) For the trapezoidal method of measurement of modulation index, determine the ratio of
the lengths of the parallel sides of the trapezoid. (c) Neatly sketch the spectrum for a carrier frequency
of 1 MHz and a modulating frequency of 10 kHz.
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A sinusoidal carrier has a peak value of 100 V and a frequency of 100 kHz. Standard amplitude mod-
ulation is employed, the modulating signal being a sine wave of amplitude 75 V and frequency 5 kHz.
Determine (a) the modulation index. (b) the amplitude and frequencies of the side frequencies, and
(c) the power in each spectral component. The load resistance is 300 ().

The output power of an AM transmitter is 1 kW when sinusoidally modulated to a depth of 100%.
Calculate the power at each side frequency when the modulation depth is reduced to 50%.

Calculate (a) the total power and (b) the power in each side frequency for a standard AM transmis-
sion that is sinusoidally modulated to a depth of 80%, if the unmodulated carrier power is 50 kW.
Determine the rms voltage for the modulated wave in Problems 8.4 and 8.10.

Determine the rms voltage for the modulated wave in Problems 8.11 and 8.12.

Determine the rms voltage and the rms load current for the modulated wave of Problem 8.15.
Define the term modulation index as applied to an amplitude modulated wave. A modulating signal
is given by e,, = sin w,,t + 3 sin 3w, and the carrier by e, = 10 sin w.t, where all amplitudes are
in volts, and f, = 500 kHz and f;;, = 4 kHz. Neatly draw the spectrum for the modulated wave and
determine the average powers for (a) the carrier, (b) each side frequency, and (c) the complete mod-
ulated wave, given that the load resistance is 50 ().

Using a computer routine such as Mathcad, plot the modulated waveform for Problem 8.23 over two
cycles of the modulating waveform.

Two sinusoidal signals simultaneously amplitude modulate a carrier to produce a standard AM wave.
Signal 1 has an amplitude of 3 V and frequency of 300 Hz, and signal 2 an amplitude of 4 V and fre-
quency of 800 Hz. The carrier has an amplitude of 10 V and frequency of 20 kHz. Using a computer
routine such as Mathcad, plot the modulating waveform and the modulated waveform over two cycles
of the lowest-frequency component in the combined modulating waveform.

Is the combined modulating waveform in Problem 8.25 periodic? Give reasons for your answer.
Plot the amplitude spectrum for the modulated waveform of Problem 8.25, and determine the total
power in the modulated wave. The load resistance is 300 ().

Determine the rms voltage and the rms load current for the modulated wave of Problem 6 .23.
Determine the rms voltage for the modulated wave of Problem 8.25.

For Problem 8.16, determine the rms load voltage and current for the modulated and unmodulated
conditions.

Determine the spectrum bandwidths for the modulated signals of Problems 8.23 and 8.25.

A modulating signal e, = sin w,,t + 3 sin 3w, is used to multiply a carrier given by e, = 10 sin w.f,
where all amplitudes are in volts, and f,. = 500 kHz and f;,, = 4 kHz. The multiplier constantis k = 1V L
Neatly draw the spectrum for the modulated wave and determine the average power in each side fre-
quency, given that the load resistance is 50 (). Compare the spectrum with that obtained in Problem 8.23.
Repeat Problem 8.25 for the situation where the modulating signals are used to multiply the carrier, pro-
ducing a DSBSC signal. Assume a multiplier constant k = 0.1 v L

Describe the operation of a class C modulator in which the modulating signal is applied to the col-
lector. If the dc power to such a modulator is 500 W, determine the power the modulator must sup-
ply for 100% sinusoidal modulation.

Explain why in a collector modulator the operating range must include the saturation line of the out-
put characteristics.

For a class C collector modulator, the dc power to the collector is 300 W unmodulated, for which the
carrier output power to an antenna is 210 W. Calculate the overall conversion efficiency of the stage.
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Assuming the efficiency remains constant, calculate the additional power that must be supplied by
the modulating amplifier to achieve 70% modulation depth for sinusoidal modulation.

The voltage transfer ratio for the output transformer of a class C amplifier is K = 0.7. When unmod-
ulated, the voltage across the output load has a peak-to-peak value of 120 V. Calculate the peak-to-
peak voltage at the collector. Assuming that the minimum collector voltage (reached at the minimum
of each RF cycle) is zero, calculate the dc voltage and the peak voltage at the collector.

For a class C collector modulator, the direct collector voltage is 12 V and the direct collector current is
12 A. The unmodulated rms current to a 50-() load connected to the modulator is 1.5 A. When sinusoidal
modulation is applied and monitored using the trapezoidal method, the parallel sides of the trapezoid are
1 and 5 cm. Find (a) the modulation index, (b) the output carrier power (unmodulated), (c) the output
power with modulation, (d) the dissipation in the transistor with modulation applied (assuming the tran-
sistor is the only source of losses), and (e) the collector conversion efficiency (assumed constant).

For a class C, pentode plate modulator, the maximum peak-to-peak voltage is 1000 V and the mini-
mum peak-to-peak voltage is 50 V. Calculate the modulation index.

For a pentode class C plate modulator, the steady plate potential is 1500 V. Assuming that the plate
voltage goes to zero at the minimum of each RF cycle, determine the maximum plate voltage reached
for 100% modulation. The direct current to the plate is 8 A. Calculate the dc plate power and the RF
output power, given that the plate conversion efficiency is 72%.

For the pentode in Problem 8.40, calculate the maximum peak-to-peak output voltage, given that the
output load is 50 ().

For the pentode in Problem 8.40, calculate the power that must be supplied by the modulating ampli-
fier to achieve 100% modulation. State any assumptions made.

A diode detector load consists of a 0.01-pwF capacitor in parallel with a 5-k() resistor. Determine the
maximum depth of sinusoidal modulation that the detector can handle without diagonal peak clip-
ping when the modulating frequency is (a) 1000 Hz and (b) 10,000 Hz.

Distinguish between negative peak clipping and diagonal peak clipping in an envelope detector. The
output of a diode envelope detector is fed through a dc blocking capacitor to an amplifying stage,
which has an input resistance of 10 k(). If the diode load resistor is 5 k{), determine the maximum
depth of sinusoidal modulation the detector can handle without negative peak clipping.

If the detector in Problem 8.43 is coupled through a 0.1-wF capacitor into an amplifier with an input
resistance of 50 k(), what modulation index can the detector handle without negative peak clipping
occurring?

The dc power to a modulated class C amplifier is 500 W. Determine the power the modulator must
supply for 100% sinusoidal modulation applied at the output electrode.

The rms antenna current from an AM transmitter increases by 15% over the unmodulated value when
sinusoidal modulation is applied. Determine the modulation index.

The modulator circuit of Fig. 8.10.1 is found to produce some envelope distortion even though it is
properly adjusted. Hew could this non-linearity be removed?

How is synchronous demodulation of an amplitude-modulated signal accomplished? Show a circuit
that will do this, and explain how it works.

What should the minimum voltage rating of the collector of Q3 in Fig. 8.10.4 be? What total power
with 100% modulation could the circuit be expected to put out? What power output could be expected
if the battery voltage dropped to 11.5 V?
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Starting from Eq. (8.14.3), derive Eq. (8.14.4) and show that the phase angle {i(¢) is given by

1 l’lQ(f)

W) =t T )

Given that the received modulating signal power is P,,, = 0.1 pW for a standard sinusoidal AM wave
and that the baseband bandwidth is W = 4 kHz, calculate the output signal-to-noise ratio in decibels.
The system noise temperature is 500 K. Calculate the reference signal-to-noise ratio for a modula-
tion index of 0.5. Boltzmann’s constant k = 1.38 X 10~ J/K. Assume Rs = Rourt.

Calculate the figure of merit in dB for the system in Problem 8.52.

In Eq. (8.14.17), what are the dimensions of the constant k?

Suppose that the received carrier as given by Eq. (8.14.2) was of the form A.(¢) sin wyrt. Would this
make any difference to the final outcome? Explain your answer.

A DSBSC receiving system has an equivalent noise temperature (including antenna noise) of 1000 K
and a baseband bandwidth of 4 kHz. The received signal from a sinusoidally modulated DSBSC
wave is 1 WV rms across 50 ). Calculate (a) the output signal-to-noise ratio, (b) the reference sig-
nal-to-noise ratio, and (c) the figure of merit. Assume Ry = Royr.

Generate Amolitude Modulation using the carrier e.(f) = 5sin(200077) and modulating signal e,,(f) =
sin(2001¢). Let the modulation depth m, = 0.5. Use MATLAB to generate and plot.

Explore the modulate(.) funtion of MATLAB to generate AM.

The current of the transmitting antenna of an AM transmitter is 20A when only carrier is sent, but it
rises to 24A when modulated by a single sine wave. (a) Find the modulation index. (b) Determine the
antenna current when the modulation index is changed to 90%.

An AM broadcast transmitter radiates 30kW of power when unmodulated and 36.5kW when modulated
by a sine wave. (a) Calculate the modulation index/percentage of modulation. (b) If another sine wave
simulantaneously modulates the carrier to the depth of 60%, determine the total power transmitted.

A 10MHz carrier is simulantaneously modulated with 6000Hz, 7000Hz, and 30KHz audio sine wave
signals. What will be the frequencies present at the output?

For a carrier power of 20kW, plot the total transmitter power of modulation index varying from 0O to
100%. Use MATLAB for coding.

The output power of a 80% modulated AM generator is 2.8A. (a) To what value will this current rise
if it is simulantaneously modulated by another signal to the extent of 60%? (b) What will be the per-
centage saving in power if the carrier and one of the side-bands are suppressed before transmission?

Three sine waves simultaneously amplitude modulate a carrier. Signal 1 is of amplitude 4V and fre-
quency 400Hz, while the second one is of amplitude 5V and frequency 500Hz. The third signal has
an amplitude of 10V at a frequency 1000Hz. The carrier amplitude is 25V and its frequency is 20kHz.
Plot the modulating waveform and the AM,, signal using MATLAB.

A sinusoidal carrier is amplitude modulated by a square wave that has zero DC component and a
peak-to-peak value of 20V. The period of the square wave is Sms. The carrier amplitude is 25V and
its frequency is 10kHz. (a) Write the equations for the modulating signal and the modulated signal.
(b) Plot the above signals overtime and obtain the modulation index.

A carrier wave of frequency 100kHz and peak value 10V is amplitude modulated by a 2kHz sine
wave of amplitude 5V. Determine the modulation index and the amplitude spectrum.
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Single-sideband
Modulation

9.1 Introduction

Communications in the HF bands have become increasingly crowded in recent years, requiring closer spacing
of signals in the spectrum. Single-sideband systems requiring only half the bandwidth of normal AM and
considerably less power are used extensively in this portion of the spectrum as a result.

It was noted in Chapter 8 that each sideband of a normal AM signal contains all the information nec-
essary for signal transmission and recovery. It was also pointed out that for 100% sinusoidal modulation each
sideband contains one-sixth of the total signal power, while the carrier contains two-thirds of the total power.
Furthermore, the carrier itself carries no information contributed by the modulating signal. Figure 9.1.1
shows a comparison of the signal spectra of normal AM (DSBFC) in (a), double-sideband suppressed
carrier (DSBSC) in (b), upper-sideband SSB (SSBSC) in (c), and lower-sideband SSB in (d). Note that in
(c) and (d) only one sideband is present and that each requires only one-half of the bandwidth of either
(a) or (b).

9.2 Single-sideband Principles

In Section 8.9 it is shown that the output from a balanced modulator contains the term
e(t) = ke, (1) cos w.t 9.2.1)

where k is the multiplier constant. With cosinusoidal input e,,(f) = E,;, max COS w.f, the modulator output
becomes a DSBSC signal containing two side frequencies,

e(t) = kE,; max COS 0,1 COS Wt

= Epax[cos(w, — o)t + cos(w, + w,,)1] 9.2.2)
where Ep.x = k(E,; max /2)-

262
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Figure 9.1.1 Amplitude-modulated signal spectra: (a) normal amplitude modulation, or double-sideband full carrier;
(b) double-sideband suppressed carrier (DSBSC); (c) single-sideband suppressed carrier (SSBSC) using the upper side-
band (USB); (d) single-sideband suppressed carrier (SSBSC) using the lower sideband (LSB).

Now if one of the side frequencies in the DSBSC signal is removed, either by filtering or by cancellation,
the other side frequency will remain. For cosinusoidal modulation the upper side frequency (USF) signal is
described by

eyuSF = Emax cos(w, + ;)1 (9.2.3)
and the lower side frequency (LSF) signal is described by
eLSE = Emax cos(we — oyt 9.2.4)

Since all the transmitted power goes into the side frequency, then

2
E
Py = ZHII;X (9.2.5)

This should be compared to Eq. (8.6.3) for a standard AM signal.

Where the modulating signal contains a band of frequencies (usually the case in practice), the terms
upper sideband (USB) and lower sideband (LSB) are used.

Demodulation of a single-sideband signal is achieved by multiplying it with a locally generated syn-
chronous carrier signal at the receiver. Detectors using this principle are called product detectors, and bal-
anced modulator circuits are used for this purpose. It is important that the carrier be as closely synchronized
in frequency and phase with the original carrier as possible to avoid distortion of the modulated output.

To demonstrate that the multiplying process does demodulate an SSB signal, consider an LSF signal
E'nax cos(w, — w,,)t multiplied by a local oscillator signal E,. 1, c0os w,f using a balanced modulator with a
gain k. Equation (5.10.11) shows that the mixer operating with a large oscillator input signal contains a term

eout = kEmax cos(w, — w,;,)f COS Wt
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kE
= — o8 ! + coS(2we — wp)1] (9.2.6)

2

The first term on the right of the equation is the required information signal, while the second term is the
lower side frequency at the second harmonic of the local carrier frequency. Low-pass filtering easily removes
this, leaving only the demodulated information (or baseband) signal as

kE
epp(t) = ;nax COS Wt (9.2.7)

9.3 Balanced Modulators

Balanced modulators are the building blocks from which a wide variety of frequency mixers, modulators,
and demodulators are built. Any circuit that multiplies two input signals while canceling the feedthrough of
one of these is a singly balanced modulator, and one that cancels both is a doubly balanced modulator. The
output contains a double-sideband suppressed carrier signal.

An FET Singly Balanced Modulator Circuit

Figure 9.3.1 shows two matched FETs connected in a differential amplifier, which acts as a singly balanced
modulator in which the carrier oscillator signal is canceled from the output, but the modulating signal
appears in the output. The input (modulating) signal is applied in the differential input mode, and the carrier
signal is applied as a common-mode signal. The signal applied to the gate of M is the sum of the two input
voltages (e, + e,;), while the signal applied to M, is the difference (e, — e,,). These two components are
squared by the second-order terms of the transistor transfer functions. The common-mode carrier signal
remaining is canceled as the two drain currents are subtracted in the output transformer primary.

Vgsl =e.t ey 9.3.1)

Ves2 = €c ~ em (9.3.2)

gy = I, + aVgg + bVlngsl (9.3.3)

i =1, + ans2 + bVlg%sl 9.3.4)

ip =gl —igp = a(Vgs) — V) + b(Vgsl + Ves2)(Vgs1 — Vis2) (9.3.5)

ig1

| | Double sideband suppressed
carrier output

[ a2

Mod. signal
input T

Figure 9.3.1 FET singly balanced modulator circuit.
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Substituting Eqgs. (9.3.1) and (9.3.2) into (9.3.5) gives

ip = 2a(ey) + 4b(ey)(e.) (9.3.6)
Substituting cosinusoidal signals in Eq. (9.3.6) yields the output

ip = 2aE, max €08 0y + 2DE: maxEy max [€0S(0¢ — wp)f + cos(oe + wy,)1] 9.3.7)

This output contains the original modulating signal and the two sidebands about the carrier frequency
position. The carrier is absent. It should be noted that any imbalance in the circuit so that either the a’s or
b’s for the two FETs differ from each other will allow some of the carrier signal to feed through to the out-
put. In practice, the FETs would be a very closely matched pair on a single chip, and the bias currents to the
two FETs would be adjusted for minimum carrier feedthrough. Since the output would be fed through a
band-pass filter, the low-frequency modulating signal component would be removed at that point.

Integrated-circuit Doubly Balanced Modulators

The disadvantages of the FET circuit described are that the modulating input signal feeds through to the
output, the circuit is difficult to balance, and the input and output require specially balanced transformers.
Integrated-circuit doubly balanced modulators like the LM 1596 described in Section 5.10 operate as multi-
plier circuits that produce only sideband pairs at the output. Application is simple, requiring only bias and
an appropriate band-pass filter to eliminate sideband pairs at harmonics of the carrier. Very little adjustment
is required to obtain good balance.

An important advantage of the integrated-circuit balanced modulator is that, when it is operated with
a large carrier signal, the output signal amplitude is independent of the carrier amplitude. The result is that
the output amplitude depends only on the amplitude of the input signal (which is the modulating signal when
it is used as a modulator or the sideband signal when it is used as a demodulator).

Doubly Balanced Diode Ring Modulator

A circuit known as the double-balanced ring modulator, which is widely used in carrier telephony, is shown
in Fig. 9.3.2(a). The name comes from the fact that the circuit is balanced to reject both the carrier and mod-
ulating signals using a ring of diodes. The output contains only sideband pairs about the carrier frequency
position and several of its harmonics.

Operation of the circuit is similar to that described for the integrated-circuit balanced modulator in
Section 5.10. A large signal carrier acts as a switching signal to alternate the polarity of the modulating sig-
nal at the carrier frequency. With a negative carrier voltage V. applied, diodes AB and CD conduct and diodes
AD and BC block to give the effective connection shown in Fig. 9.3.2(b). With a positive carrier voltage,
diodes AD and BC conduct and diodes AB and CD block to give the connection of Fig. 9.3.2(c). The effect
is to multiply the modulating signal by a fixed-amplitude square wave at the carrier frequency, producing the
required DSBSC signal, with harmonics. Band-pass filters remove the unwanted harmonics from the output.
Fig. 9.3.3 shows the time response waveform for a single sinusoid of modulation and its spectrum.

These circuits have been extensively used for low-frequency telephone applications, where they
require balanced input and output transformers and some adjustment of circuit balance for good perform-
ance. Care must be exercised if the ring modulator is used at radio frequencies, since the high-level carrier
signal may result in the radiation of interference. The doubly balanced diode ring circuit is widely used as a
mixer in microwave applications where shielded enclosures prevent radiation.
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Figure 9.3.2 (a) Double-balanced ring modulator; (b) the conducting paths when diodes AB and CD are forward
biased; (c) the conducting paths when diodes BC and DA are forward biased.
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Figure 9.3.3 (a) Time waveform of a DSBSC signal for one cycle of modulation. (b) Spectrum for the signal of (a).
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9.4 SSB Generation
Balanced Modulator—Filter Method

Early SSB transmitters used balanced modulator circuits to generate DSBSC signals followed by sideband
filters to remove the unwanted sidebands. Such a transmitter is illustrated in Fig. 9.4.1. Initial modulation
takes place in the balanced modulator at a low frequency (such as 100 kHz) because of the difficulty of mak-
ing adequate filters at higher frequencies. The filter is a band-pass filter with a sharp cutoff at each side of
the band-pass to obtain satisfactory adjacent sideband rejection. In this case, a single-sideband filter is used,
and the carrier oscillator crystal is switched to place the desired sideband in the filter window. Alternatively,
two sideband filters (one for each sideband) could be used with a fixed carrier frequency.

The filtered signal is up-converted in a mixer (the second balanced modulator) to the final transmitter
frequency and then amplified before being coupled to the antenna. Linear power amplifiers are used to avoid
distorting the sideband signal, which might result in regeneration of the second sideband or distortion of the
modulated information signal.

The sideband filters are the critical part of this system. Early sideband filters were expensive and did
not have the sharp cutoff characteristic required. The integrated ceramic filters available now offer a very
inexpensive and effective solution to this problem.

Phasing Method

Figure 9.4.2 shows a different means of obtaining an SSBSC signal. This circuit does not have any sideband
filters, and the primary modulation can be done at the transmitting frequency. It relies on phase shifting and
cancellation to eliminate the carrier and the unwanted sideband.

Assume cosinusoidal signals for both carrier and modulation and that the circuit shown produces the
lower side frequency, given by

eLSF = Ep max cos(w; — o)t 94.1)

The standard trigonometric identity for the difference of two angles gives

eL.SF = EL max[€0S .1 cos w,, + sin w, Sin w,, 7] (9.4.2)
but
. ™
sinw.r = cos[ 0.1 7 94.3)
. m
sin oyt = o3| ot = 7 944)
N LOWY; Sideband Balanced Linear , '
equency Balanced pass alance > power »| Matching
crystal modulator filter mixer amplifier network
oscillator
USB LSB 1 Cr.ystal
Audio input oscillator
crystal crystal

Figure 9.4.1 Single-sideband suppressed carrier transmitter using band-pass filters to eliminate the unwanted sideband.
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Figure 9.4.2 SSB suppressed carrier transmitter using phase shift to obtain cancellation of sidebands.

Therefore,
ersF = E max| cos ot cos w,,t + cos(wct - Z)cos(u)mt - ;)] 9.4.5)

The first term on the right of Eq. (9.4.5) is the result of balanced modulator 1, which multiplies the two
unshifted signals. The second term is the result of balanced modulator 2, which multiplies the two signals,
each shifted by —90°. The —90° shift for the carrier is easily accomplished by feeding the signal through a
controlled current source (transconductance amplifier) into a capacitor. The phase shifting network for the
baseband signal must accurately provide a constant 90° phase shift over a wide frequency range. Such cir-
cuits are tricky to build.

The carrier signal is canceled out in this circuit by both of the balanced modulators, and the unwanted
sidebands cancel at the output of the summing amplifier. It is left as an exercise for the student to expand the
outputs of the two balanced modulators into sideband form and show that the cancellation does occur on
summing. The two outputs are summed to produce the lower sideband signal.

Examination of the trigonometric identity shows that if the two outputs are subtracted instead of added
the upper sideband will result, since

eusF = Ey max cos(o, + ;)1

= Eymax [€OS W . CcOS w,,t — Sin w,7 Sin w,, ] (9.4.6)

While the system is more complex than one using filters, the individual circuits are quite straightforward,
and by using integrated-circuit balanced modulators, very little adjustment is required. Only a simple band-pass
filter to remove any harmonics is required in the output before application to the final transmitter amplifier.

It should be noted that the modulation signal is usually a broad band of frequencies of varying ampli-
tudes, which the modulator system must not distort. If the capacitor-transconductance amplifier combina-
tion causes such distortion, complete cancellation of the unwanted sideband will not occur, and the wanted
sideband will have distortions introduced into it. The third method described next eliminates this problem.
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Third Method

The third method of generating SSBSC modulation is attributed to D. K. Weaver and was developed during
the 1950s. It is similar to the phase shifting method presented previously, but it differs in that the modulat-
ing signal is first modulated on a low-frequency subcarrier (including phase shifts), which is then modulated
onto the high-frequency carrier.

The circuit connections for generating an LSB signal are shown in Fig. 9.4.3. Modulators BM1 and
BM?2 both have the unshifted modulating signal as inputs. BM1 also takes the low-frequency subcarrier with
a 90° shift introduced in it from the oscillator signal. BM2 takes the subcarrier signal directly from the oscil-
lator. Assuming unity magnitudes and cosinusoidal single-frequency modulation, the output from BM1
becomes

™
epM1 = cos(w,,t + 2)cos W, !

1 T T
= > cos| wyt + w1 + Py + cos| w,t — w,,t + > 9.4.7)

and the output of BM2 becomes
1
epyr = COS w,! COS W, + E[c:os(u)ot + w,,1) + cos(w,t — w,1)] (9.4.8)

Low-pass filters with a cutoff frequency set at the subcarrier frequency f, removes the sum (the first) term
from each of the above signals, leaving only the second (difference) terms as inputs to BM3 and BM4. These
signals are the lower sidebands on f,. They are identical except that the signal applied to BM3 is shifted
by +90° from that applied to BM4. This process eliminates the need to provide a wideband 90° phase shift-
ing network for the baseband signals, as was the case for the phase shifting method.

(0,7 +90° = m,,0) (o, +90° — ,,7)
Audi
@l [ Balanced AN Lup];o Balanced
Audio modulator 1 (©,) modulator 3 (@) + @, —,,)f +90°
. o )
input Fo,+90° | o (@~ 0, +0,)/~90
90° Crystal RF
phase carrier
shift oscillator
Summing R
T @ l o circuit (@10 = 0,,)1+90
Audio 90°
carrier phase
oscillator shift
l o, lmlt+90° (®, + @, — ) +90°
Balanced Audio Balanced (-, + ®,,)r-90°
modulator 2| 4 LPF (w,) modulator 4
(('Oo * O*)m)t (ma - wm)t

©

Figure 9.4.3 The “third method” of generating an SSBSC signal.
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The high-frequency oscillator signal at f; is applied directly to BM3, but it is shifted by +90° before
being applied to BM4. The output from BM3 becomes

epm3 = COS wltCOS((wo — o)t + ;) (9.4.9a)

1 ay oy
epM3 = 2|:COS(0)11‘ + ((u)o — o)t + 5)) + COS(U)II — ((mo — o,)t + 2)):| (9.4.9b)

1
epym3 = 2[(:03(((01 + wy)t — w,t + ;) + cos((wl — wy)t + w1 — ;)] (9.4.9¢)
and the output of BM4 becomes
T
€BM4 = COS(wlt + Z)COS(% = o)t (9.4.10a)

1 T Tr
eBMA = 2|:COS((0.)1I + 5) + (0)0 - O)m)t) + COS(((.O][ + 2) - (0.)0 - O)m)l‘):| (9.4.10b)

epm4 = ;[cos((ml + w,)t — w,,t + g) + cos((ml — w,)t + w,t + ;)] (9.4.10¢)
The first terms in Eqgs. (9.4.9¢) and (9.4.10c) are identical lower sidebands on an offset carrier frequency
fe = f1t f,- The second terms are the upper sidebands on an offset carrier at f. = f;—f,, but are 180° out
of phase with each other. The oscillator frequency f; must be adjusted so that the output carrier frequency
f¢ and the desired sideband fall in the correct position in the output frequency spectrum.

Usually, f, is chosen to fall at the midpoint of the modulating signal baseband, so that f,, = W/2. The result
is that both the USB and LSB spectrums are centered on fi, with the carrier position f,. for the LSB located at
the upper edge of the pass-band and that for the USB at the lower edge. This is illustrated in Fig. 9.4.4.

The outputs from BM3 and BM4 are added in a summing amplifier to produce the final output. The
first two terms add, but the second two cancel, leaving the output as

eout = Cos| (o] + ®, — w,)t + g (9.4.11)

/4

R

N Je=htho

P

fe=ho 1 !
Figure 9.4.4 Output spectra for the “third-method” circuit (a) for LSB and (b) for USB.
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This is the lower sideband on the carrier frequency (f;+ f,). The +90° shift in the output is of no
consequence since the original carrier has been eliminated. This signal may be applied to a linear power
amplifier and antenna for radiation. Modulation in BM3 and BM4 may take place at the final transmission
frequency so that no further conversion is needed.

If the output from BM3 (or BM4) is inverted before the input to the adder, the phasing becomes such
that the first terms cancel and the second terms add, giving the upper sideband on the carrier frequency (f; —f,).

9.5 SSB Reception

Equation 9.2.6 shows that when an SSB signal is multiplied with a synchronous carrier signal the result con-
tains the original modulation signal as one component. Balanced modulator circuits or product demodulator
circuits are used for demodulation.

The carrier signal for the demodulator must be locally generated if the signals are true SSB signals
with the carrier completely suppressed. This requires extreme stability for the local oscillator signals used
for demodulating and for the superheterodyne converters in the receiver front end. Crystal-controlled oscil-
lators are universally used, often in conjunction with frequency synthesizer circuits.

Very good adjacent channel selectivity must be provided since SSB signals are usually packed closely
together in the frequency spectrum. Double conversion is often used in SSB receivers. The second mixer oscil-
lator is crystal controlled and may also provide a primary frequency reference for the demodulator oscillator
and the first converter oscillator.

Several variations on SSB are used in communications. First, either the upper or lower sideband may
be used for a particular channel. In some cases, as for stereo or for telephone multiplexing, the two sidebands
of a carrier may be independently modulated with different signals. Next, a reference or pilot carrier signal
may be transmitted (not necessarily at the same frequency as the actual suppressed SSB carrier). In another
method a partial synchronous carrier may be transmitted with the SSB signal (that is, a normal carrier sig-
nal, but at much lower amplitude).

Figure 9.5.1 shows the block diagram of a scanning communications receiver designed for SSB recep-
tion in the HF range (3 to 30 MHz). The circuitry is that of a standard double-conversion AM receiver down
to the output of the second IF amplifier, except for the local oscillators. The first IF has a bandwidth of
10 kHz centered at 2.2 MHz. The second IF also has a bandwidth of 10 kHz, but centered at 200 kHz, down
to the SSB filter inputs. This band-pass is wide enough to pass a normal AM signal (or two adjacent SSB
signals), and an envelope detector could be added at this point to allow for AM reception as well as SSB.

The first local oscillator and RF amplifier are manually tuned in two switched bands. The second local
oscillator is crystal controlled at 2 MHz. Its output is divided by 10 in a digital counter to provide the
200 kHz carrier signal for the demodulator.

Two SSB filters follow the second IF amplifier. The USB filter passes the IF upper sideband of 200.3
to 203 kHz and rejects the lower sideband. The LSB filter passes the 197- to 199.7-kHz IF lower sideband.
The appropriate sideband is selected by a switch that connects the output of the desired filter to the product
detector. The RF oscillator must be adjusted to position the incoming SSB IF signal in the IF band-pass so
that it exactly falls in the selected SSB filter window and matches the 200-kHz demodulator oscillator to
allow distortionless reception.

The output from the detector is passed through a gated audio amplifier that turns off the output to keep
the noise down when the signal level drops below a preset threshold. This is called squelch. The amplified
IF signal (before the detector) is rectified to provide the AGC voltage for the RF and IF amplifiers and for
the squelch circuit.
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Manually tuned receivers like this one are sometimes difficult to use. The demodulator oscillator is very
stable, but the first converter local oscillator must be both stable and tunable. Any variation of this oscillator
frequency will shift the SSB signal frequencies relative to the IF band-pass window and to the demodulator
carrier frequency. This shift results in the introduction of distortion in the output. Digital frequency synthesiz-
ers in integrated circuit form with a crystal-controlled reference provide good stability, easy digital tuning, and
low price. One of the largest applications of this technique is in multichannel citizens’ band (CB) transceivers.
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Figure 9.5.1 (a) Single-sideband HF receiver. (b) Spectra in the HF receiver for an LSB signal: @), received RF signal;
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9.6 Modified SSB Systems
Pilot Carrier SSB

A pilot carrier SSB system is arranged so that a low-level carrier signal is transmitted with the single side-
band in its proper place in the spectrum, but at a much lower level than would be the case for normal ampli-
tude modulation. This pilot carrier is used at the receiver to synchronize the local oscillator used for the
demodulator, thus eliminating any modulation distortion due to incorrect carrier frequency.

Figure 9.6.1 shows a pilot carrier transmitter and receiver, with the spectra of signals at various points
within the system. The audio modulating signal, such as a 4-kHz telephone channel @), is DSBSC modu-
lated in the transmitter at an initial carrier frequency of 100 kHz ®). An upper sideband filter passes the side-
band between 100 to 104 kHz, but rejects the lower sideband between 96 to 100 kHz. An attenuated sample
of the carrier signal is added to the upper sideband (carrier reinsertion) to produce the signal at ©. This sig-
nal is up-converted in a second balanced modulator with a carrier signal at 2.9 MHz. The result is an upper
sideband at 3.0 MHz and a lower sideband at 2.8 MHz ). The lower sideband is removed by the band-pass
filter to leave only the upper sideband at 3.000 to 3.004 MHz ®, which is then amplified and transmitted.

At the receiver, the 3-MHz SSB signal is down-converted to the 100-kHz IF using double conversion so
that the sideband remains an upper sideband ®. An upper sideband filter passes the 100- to 104-kHz USB to
the demodulator. The local oscillator for the demodulator is tuned to 100 kHz, but is part of a phase locked loop
system. A sample of the IF is band-pass-filtered to extract the 100-kHz (approximately) pilot carrier signal,
which is then used as the reference to lock the local oscillator PLL. The result is a local oscillator signal that
may not be exactly 100 kHz, but will be locked to the received signal and will produce proper demodulation of
the signal @ The bias signal from the PLL can also be used to provide tuning correction (AFC) on the receiver
tuning to center the signal on the IF.

Independent Sideband

For single sideband transmission, the carrier and one sideband are removed from the modulated signal. It is
possible to replace the removed sideband with another sideband of information created by modulating a dif-
ferent input signal on the same carrier, giving what is known as independent sideband or ISB transmission.
Both of the input signals have frequencies in the same audio spectrum range, but in the transmitted signal
each signal occupies a different group of frequencies. The process of distributing signals in the frequency
spectrum so that they do not overlap is called frequency division multiplexing, or FDM.

Figure 9.6.2 shows the block diagram for an ISB transmitter that provides for four multiplexed radio
telephone channels modulated on the same carrier. Each telephone channel is limited to frequencies in the
250- to 3000-Hz band as shown in @, somewhat less than is normal for telephone circuits. Four identical
band-pass filters on the signal lines provide this limiting. Channels 2 and 3 are applied to the inputs of two
balanced modulators that share a common 6.25-kHz subcarrier oscillator to create two lower sideband
signals in the 3.25- to 6-kHz band and upper sidebands in the 6.5- to 9.25-kHz band. Lower sideband pass
filters remove the upper sidebands. The lower sideband from channel 2 is added to the baseband signal from
channel 1, and the lower sideband from channel 3 is added to the baseband signal from channel 4, forming
two separate channels, CH 1, 2 and CH 3, 4. The FDM spectra of these two signals are shown in .

The two signals (1, 2 and 3, 4) are applied to the two inputs of an ISB modulator made of two balanced
modulators with a common 100-kHz carrier oscillator. The first modulator produces upper and lower side-
bands from channel 1, 2 on 100 kHz, and a USB pass filter strips the lower sideband to leave the upper side-
band in the range from 100 to 106 kHz. The second modulator, with an LSB pass filter, produces the lower
sideband from CH 3, 4 between 94 and 100 kHz. The two outputs and a low-level sample of the 100-kHz
carrier for a pilot are added to produce the complete ISB signal at the 100-kHz carrier frequency. Its spectrum
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Figure 9.6.1 SSB pilot carrier radio system showing the transmitter, receiver, and signal spectra at various points in

the system.
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Figure 9.6.2 Four-channel ISB radio telephone transmitter. (a) Transmitter block diagram. (b) Signal spectra at
various points.

is shown in @ This signal has the four input channel signals spread out in frequency, two on either side of
the 100-kHz pilot carrier, with none overlapping the others.

This 100-kHz modulated signal could be transmitted directly over a high-frequency cable circuit or, as
in this case, it can be raised to a radio frequency for radio transmission. The rest of the transmitter provides
an up-conversion to the final transmitting carrier frequency at 3.1 MHz and power amplification to the
antenna. The up-converter is a balanced modulator with a 3-MHz carrier oscillator and a band-pass filter
centered at 3.1 MHz with a band-pass of 12 kHz to remove the lower sideband (difference frequency com-
ponent) from the output. A linear power amplifier tuned to the 3.1-MHz transmitting frequency brings the
signal up to the antenna power level.

Frequency Division Multiplexing

Frequency division multiplexing is the process of combining several information channels by shifting their
signals to different frequency groups within the frequency spectrum so that they can all be transmitted
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simultaneously on a common transmission facility. The combination of SSBSC modulation and frequency
up-conversion or down-conversion makes this possible.

Radio transmission was the earliest application of FDM, where it became necessary to crowd many
signals into the same spectrum of frequencies. The same techniques are used for FDM whether the signal is
transmitted by radio or cable. SSB is most often used because of its conservation of the available spectrum.

The International Telegraph and Telephone Consultative Committee or CCITT, based in Geneva,
Switzerland, has by international agreement made specific frequency assignments for use in cable and radio
telephone systems that use FDM. This agreement assures that systems in various parts of the world use
compatible channel frequencies and can communicate with each other. Figure 9.6.3 shows how these
channels are grouped for a typical cable system.

Modulation is done in several cascaded stages. First, pregroups of three 4-kHz-wide telephone
channels are modulated, each pregroup using the same frequency assignments. The three-channel pregroups
are combined four at a time to form groups, each containing 12 channels. Groups are combined five at a time
to form 60-channel supergroups, and finally the supergroups are combined 16 at a time to form 960-channel
master groups. A total bandwidth of approximately 4.5 MHz is required for each master group. This is more
than the indicated 3.84 MHz since spaces are left between supergroups to facilitate separation by filtering.

Radio microwave transmission systems also provide for two or more 6-MHz television channels.
A modified master group containing only 12 supergroups (or 720 channels) and requiring only 3 MHz of
bandwidth is often used. Two such modified master groups can be stacked in each television channel allo-
cation. A microwave system with a 12-MHz modulating bandwidth capability then could carry either two
television channels or 2880 telephone channels.

The pregroup modulator provides three carrier oscillators at 12, 16, and 20 kHz. USB modulation moves
the first channel from the 0- to 4-kHz baseband to the first channel slot, 12 to 16 kHz. The second channel
goes in the 16- to 20-kHz slot and the third goes in the 20- to 24-kHz slot. All three carriers are suppressed.
The three signals are added and passed on to one of the group modulator inputs. A separate pregroup modu-
lator is required for every three channels, so a 960-channel system would require 320 of them.

Each group modulator provides four carriers at 84, 96, 108, and 120 kHz. Four pregroup signals are
moved by LSB modulation into four consecutive frequency slots at 60 to 72, 72 to 84, 84 to 96, and 96 to
108 kHz. Because of the LSB modulation, the order of frequencies within each channel slot is reversed from
what it was in the baseband signals; that is, a 100-Hz tone would appear at the top edge of the channel and
a 3-kHz tone would appear at the bottom. Each carrier frequency is located 12 kHz above the upper edge of
the pregroup slot, one pregroup slot away. Again, all four carriers are suppressed. The outputs from the four
internal modulators are added and become one input to a supergroup modulator, with frequencies ranging
from 60 to 108 kHz.

Each supergroup modulator provides carriers at 420, 468, 516, 564, and 612 kHz. LSB modulation
places the five group signals in the slots 312 to 360, 360 to 408, 408 to 456, 456 to 504, and 504 to 522 kHz.
Again the order of frequencies within each slot is reversed by the LSB modulation and all five carriers are
suppressed. The five outputs are combined to become one input on a master group modulator, each with
frequencies from 312 to 552 kHz.

Each master group modulator provides 16 carrier frequencies of 612, none, 1116, 1364, 1612, 1860,
2108, 2356, 2604, 2852, 3100, 3348, 3596, 3844, 4092, and 4340 kHz. The second supergroup is not converted,
but directly fed from the group modulator output since its frequencies already fit the assigned slot. Lower
sideband modulation moves each of the other 15 supergroups into 240-kHz-wide slots. The first three slots are
separated by 12 kHz (three baseband channels) and the remainder by 8 kHz (two channels). All carriers are
suppressed, and a single pilot carrier is transmitted at 60 kHz to provide demodulation synchronization. The
result is a signal that contains 960 FDM channels each 4 kHz wide in a frequency range from 60 to 4028 kHz.

A different master group layout is often used, especially in North America. It allows the modulation
of 10 supergroups in the frequency range from 564 to 3084 kHz, sometimes with the unmodulated slot at



Single-sideband Modulation

| [

0 4 12 kHz 0 4 16kHz 0 4 20 kHz
CH1 CH2 CH3

C3
j 3

12 16 20 24 kHz

(a)

Cl

. 3-Chpregroup (12kHz) |
[ (b)

Cl

12-Ch group (48 kHz) |

C4 C5

312 360 408 420 456 468 504 516 552 564 612 kHz
60-CH supergroup (240 kHz)
| @

4340 kHz

277

Figure 9.6.3 Cable carrier system frequency allocations. (a) The first modulation forms a three-channel
pregroup. (b) Four pregroups form a group of 12 channels. (c) Five groups form a 60-channel supergroup.

(d) Sixteen supergroups form a 960-channel master group. (Courtesy of Howard Sams & Co., Inc.)

312 to 552 kHz assigned as an eleventh slot. Separation of the slots is a standard 8 kHz or two channels,
except for a 56-kHz break between the sixth and seventh channels. The 10 slots allow the system to carry a
total of 600 channels, as opposed to 960, and two such master groups can be included in a standard 6-MHz
television slot. The first six supergroup slot assignments are completely compatible with those of the CCITT

system.
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The spectrum is not completely filled in any FDM system. This is done to allow separation of the
supergroups by filtering and to reduce intergroup interference. It also allows for provision of spare channels
to simplify maintenance problems. Demodulation at the receiving end proceeds in the reverse order, first
separating the master groups, then breaking each master group into its supergroups, then demodulating the
groups into pregroups, and finally extracting the individual baseband channel signals.

9.7 Signal-to-Noise Ratio for SSB
Let the received signal be an upper side frequency for sinusoidal modulation, given by
e(t) = Epax cos(wyp + w,,)t (9.7.1)

As in Section 8.14, the noise reaching the detector is narrow-pass bandwidth-limited noise, described by
Eq. (4.20.3). In this case, however, the center frequency is given by w. = 27f, - 2mw(IF + W/2) = w1p + ©W,
as shown in Fig. 9.7.1. The noise input to the detector is therefore

n@ = ny(t)cos(op + wW)t — ng(nsin(wrp + TW)t (9.7.2)
The signal plus noise input to the detector is therefore
edet(t) = e(?) + n(1) (9.7.3)

Demodulation (coherent detection) takes place as described in Section 9.2, giving the baseband output
for the signal alone by Eq. (9.2.7), where k is the detector gain coefficient, as

max

2

espp(t) = cos Wyt = AE % COS 0y, t 9.7.4)

Coherent detection applied to the noise described by Eq. (9.7.2) yields a similar baseband output for
the noise, in which wW replaces w,, and E,,. is replaced by ny(t) and ng(t) for the respective noise terms.
The baseband noise output is therefore

eapp(t) = Alny(t)cos Wt — no(t)sin wWr] (9.7.5)

Now referring to Eq. (4.20.4), the in-phase and quadrature components in Eq. (9.7.5) can be inter-
preted as originating from “band-pass” noise with a center frequency f. = W/2 and a band-pass extending
from O to W, with a power spectral density of k7. [Note from Fig. 4.20.3 that this is equivalent to a power
spectral density of 2kT distributed over a bandwidth of W/2 as expressed in Eq. (9.7.5).] Now where A, is

USB

IF IF + IF+W

Figure 9.7.1 Band-pass noise in an SSB receiver.



Single-sideband Modulation 279

the receiver gain from the antenna terminals to the detector input and A,, is the demodulator multiplier
coefficient, which are common to both signal and noise, the available noise power at the detector output is

Poo = (ApAn KT, W (9.7.6)

The available signal power at the detector output is

2
(Eo max/V'2 )
P, = (A,A 9.7.7)
SO ( p m) 4Ryt
Hence the output signal-to-noise ratio at the detector output is
(S) _ o
N o Pl’l()
2
_ _ Eomax (9.7.8)
8RoutkLW

Since the received signal voltage at the detector input is sinusoidal of maximum value E, 1y, the
available received power is

( Eymax/V2 )2

Pr = (A
s
E2
- (Ap) r max 9.7.9)
8R;

The noise spectral density is kT over an IF bandwidth B;r = W (which is the same as the baseband
bandwidth), so the available noise power at the input to the detector is, from Eq. (8.14.11),

PuREF = (Ap) kKT, W (9.7.10)
Hence the reference signal-to-noise ratio (as defined in Section 8.14) is
Sy _ _Pr
N/Rer B REF
2
_ _Ermax 9.7.11)
8RkT W
The figure of merit as introduced in Eq. (8.14.14) is for the SSB case
_ (S/N),
RssB = oo
(S/N)REF
_ R (9.7.12)

Rout
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This is the same as that for DSBSC as given by Eq. (8.14.23). However, this is accomplished in the SSB case
with a bandwidth reduction of half.

9.8 Companded Single Sideband

Companding is a technique that is used extensively in the transmission of speech signals to reduce the effects of
channel noise. The speech signal is compressed in volume range relative to a fixed level (typically at —10 dBm).
The compression ratio is typically 1 to 2 applied to the decibel difference between the reference level and the
average signal level. At the output of the channel, the signal is expanded by the same ratio referred to the same
fixed level. The term compander is used to describe the unit that does the compression and expansion. This term
is coined from compressor—expander.

The main advantage of companding is that it reduces the “idle” noise on the channel, which allows for
an increase in the total number of channels on a multiplexed carrier system. Idle noise is the background
noise heard during the quiet intervals between speech bursts. This noise is overridden by the signal during
the speech bursts.

The noise reduction is the result of the expander action at the output. To see this, let P, be the idle noise
power from the source. This is increased by factor x in the compressor so that the noise power presented to
the channel input is xP,,. At the channel output, before expansion, the total noise power is (xP,,; + P,j,) where
P,n, is the noise added by the channel. Expansion reduces the total noise by the factor x, so the expanded
output noise is

Py oy = s et _ p | Fheh (9.8.1)

X - X

The channel noise P, is the combined result of channel thermal noise, intermodulation distortion, and
adjacent and co-channel interference. All these components except the thermal noise increase with the number
of channels in a multiplexed carrier system. Hence, for a given level of performance, the noise contribution
from additional channels can be offset by the companding action. In other words, the use of companding
allows the number of channels in a multiplexed system to be increased. For satellite communications, com-
panding allows an increase in the number of multiple access channels on the system.

PROBLEMS

9.1. Use trigonometric identities to verify Eq. (9.2.6).
9.2. Explain in words how the information signal is recovered from an SSB carrier by a demodulator circuit.
9.3. Develop Eq. (9.2.6) for demodulating a USF signal f;,, on a carrier at f.

9.4. Modulating frequencies of 0.5, 2.0 and 2.5 kHz are applied to an SSB modulator using a carrier
frequency of 100 kHz. (a) Sketch the spectrum of the output signal, noting the positions of the three
modulating frequencies, if the modulator is set for USB modulation. (b) Repeat (a) for LSB
modulation. (c) Comment on the order of the modulating signal frequencies in the two sidebands.

9.5. The USB signal in Problem 9.4(a) is demodulated by a synchronous detector using a local oscillator
set to 99 kHz. (a) Find the frequencies of the three demodulated components and sketch the spectrum
of the demodulator output showing their positions. (b) Comment on the quality of the output signal
compared to that of the original modulating signal.
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9.6.

9.7.

9.8.

9.9.

9.10.

9.11.

9.12.

9.13.

9.14.

9.15.

9.16.

9.17.

9.18.

9.19.

The LSB signal of Problem 9.4(b) is demodulated by a detector whose local oscillator is at 97 kHz.
Repeat Problem 9.5 for this case.

The balanced modulator of Fig. 9.3.1 uses FETs with IDSS = 10 mA and V), = —12 V. (a) Find the
two coefficients a and b for the modulator. (b) If the input signal is 10 mV (peak sine) and the oscil-
lator signal is 1 V (peak sine), find the magnitude of the DSB signal component of the transformer
primary effective current.

The N-channel FETs in Fig. 9.3.1 have a characteristic given by IDSS = 10 mA and V), = —0.8 V, and
the impedance presented by the primary of the output transformer is 1 k() at the operating
frequencies. A signal of 0.01 V (rms sine) at 1 kHz is modulated on a 0.05-V (rms sine), 500-kHz
carrier. Find the magnitude and frequency of each component of the net primary voltage.

Describe how the doubly balanced diode ring modulator of Fig. 9.3.2 acts to produce a DSBSC signal.

Use the Fourier expansion for a unity-magnitude square wave [Eq. (2.7.1)] to show that both the
baseband modulating frequencies and the carrier frequency are suppressed in the output of the doubly
balanced ring modulator.

The modulator of Fig. 5.10.5 feeds a load resistance of 22k{) and has a gain adjusting resistor of
1.2k€). The square-wave carrier source saturates the switching transistors at 2 Mhz, and a sinusoidal
modulating signal of SmV rms at 4 KHz is applied. Find the rms magnitude and frequency for each
component appearing in the load voltage.

A telephone channel requires a 4-kHz bandwidth. Specify the upper and lower cutoff frequencies for

the sideband filter on the modulator output if it is to use the upper sideband on carrier frequencies of

(a) 12kHz, (b) 16 kHz, and (c) 20 kHz.

The modulator in Fig. 9.4.1 uses a sideband filter with a band pass of 100 to 104 kHz and modulates

two signals at f1 = 1 kHz and f2 = 3 kHz.

(a) For a carrier at 100 kHz, sketch the spectrum of the signal presented to the mixer input. Note the
positions of the two modulating signals and the suppressed carrier. Is it a USB or an LSB signal?

(b) Using the same filter, how could the modulator be changed to transmit the “other” sideband?

(c) Sketch the spectrum of the mixer input signal for part (b), noting the positions of the modulating
signals and the suppressed carrier. Is it a USB or an LSB signal?

For the phase shift SSB modulator of Fig. 9.4.2, assuming single frequency modulation at f;,, and a

carrier at f;, (a) develop expressions using Eq. (9.4.2) for the output voltages of the two modulators

e,1 and e,p (b) Show that the output summation produces only the lower side frequency signal.

If the two outputs in Problem 9.14(a) are subtracted instead of added, show that the difference output

produces only the upper side frequency signal.

Redraw Fig. 9.4.2 for the phase shift modulator up to the output of the summer, but rearrange it to

produce a USB signal.

If the carrier signal inputs to BM3 and BM4 are interchanged in Fig.9.4.3, show that a USB signal is

produced instead of the LSB signal.

The third-method system of Fig. 9.4.3 uses an audio carrier frequency of 2.5 kHz and a radio carrier

frequency of 250 kHz. Audio signals of 500 and 4000 Hz are modulated simultaneously.

(a) Find the frequencies all components present in the output signal. Also find the carrier position
frequency and the two band edge frequencies.

(b) Sketch the spectrum and show all the frequencies in part (a).

The receiver of Fig. 9.5.1 receives a USB signal containing the original modulating frequencies of

500 and 2000 Hz. It is mistuned so that the signal is 1 kHz lower than it should be. The USB filter is

switched in. What audio frequencies are present in the demodulated output?
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The receiver of Fig. 9.5.1 receives a USB signal containing the original modulating frequencies of

500 and 2000 Hz, but this time it is mistuned 3 kHz low and also the LSB filter is switched in.

(a) What audio frequencies are present in the demodulated output?

(b) Compare the output spectrum to the original modulating spectrum and comment on the resulting
signal quality.

An SSB receiver has an equivalent noise temperature of 500() and receives a 7-p.V rms sinusoidal sig-

nal in a 50Q input resistance. It has a gain to the detector input of 106 dB and a detector gain of 2,

with an output resistance of 100€). The baseband band-pass is 10 kHz. (a) Find the output noise power,

signal power, and signal-to-noise ratio (dB). (b) Find the reference noise power, signal power, and S/N

(dB). (c) Find the detector figure of merit.

Explain the difference between the output S/N ratio and the reference S/N ratio of an SSB receiver.
Generate SSB using the MATLAB modulate(.) command

The telephone quality speech signals have a bandwidth of 3kHz. Obtain the saving in bandwidth
when SSB is used along with FDMA when 100 speech signals are transmitted over a medium, in
comparison to AM-DSB.

Using the ff#(.) function in MATLAB, show that the spectrum of SSB modulated signal contains only
one side-band.

Discuss the analysis of SSB signals using Hilbert transforms.

Explain why an SSB receiver should have a nearly rectangular band pass filter(BPF) with bandwidth
BT = W.

Bandpass Gaussian noise with variance 0'2N is applied to an ideal square law device, producing
¥(®) = A,(#). Find 7, °, and the PDF of y(1).



10
Angle Modulation

10.1 INTRODUCTION

In angle modulation, the information signal may be used to vary the carrier frequency, giving rise to
frequency modulation, or it may be used to vary the angle of phase lead or lag, giving rise to phase
modulation. Since both frequency and phase are parameters of the carrier angle, which is a function of time,
the general term angle modulation covers both. Frequency and phase modulation have some very similar
properties, but also some marked differences. The relationship between the two will be described in detail in
this chapter.

Compared to amplitude modulation, frequency modulation has certain advantages. Mainly, the signal-
to-noise ratio can be increased without increasing transmitted power (but at the expense of an increase in
frequency bandwidth required); certain forms of interference at the receiver are more easily suppressed; and
the modulation process can take place at a low-level power stage in the transmitter, thus avoiding the need
for large amounts of modulating power.

10.2 Frequency Modulation

The modulating signal e,,(¢) is used to vary the carrier frequency. For example, ¢,,(f) may be applied as a volt-
age to a voltage-dependent capacitor, which in turn controls the frequency of an oscillator. (Some modulating
circuits are described in Section 10.12). In a well-designed modulator the change in carrier frequency will be
proportional to the modulating voltage and thus can be represented as ke, (f) where k is a constant known as
the frequency deviation constant. The units for k are clearly hertz/volt or Hz/V. The instantaneous carrier
frequency is therefore equal to

fi(t) = fo + ke, (1) (10.2.1)

where f, is the unmodulated carrier frequency.

283
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— EXAMPLE 10.2.1

Sketch the instantaneous frequency-time curve for a 90-MHz carrier wave frequency modulated by a
1-kHz square wave that has zero dc component and peak-to-peak voltage of 20 V. The frequency deviation
constant is 9 kHz/V.

SOLUTION The peak-to-peak frequency deviation is 20 X 9 = 180 kHz, and this is spaced symmetri-
L cally about the unmodulated carrier of 100 MHz. The resulting frequency—time curve is shown in Fig. 10.2.1.

As noted previously, the instantaneous frequency may be expressed as fi(f) = f. + ke, (1), and the
corresponding instantaneous angular velocity is w;(f) = 27fi(¢), The generation of the modulated carrier can
be represented graphically by means of a rotating phasor as shown in Fig. 10.2.2 (a).

The phasor, of constant length E,. 54, rotates in a counterclockwise direction at an angular velocity
w;(t) = 2mfi(f). The angle turned through in time ¢ is shown as 6(¢), where for convenience the positive x-axis
is used as the reference axis. The angle 6(7) is found by noting that the angular velocity is the time rate of
change of angle, or

dn(r)
~2 = o0 (10.2.2)
fi(MHz)
100.09
100 1
99.91 + E—
| 1 ms |
[ |
t

Figure 10.2.1 Instantaneous frequency-time curve for Example 10.2.1.

0 elf)

(@) (b)

Figure 10.2.2 Rotating phasor representation of a carrier of amplitude E, ,,x rotating (a) at instantaneous angluar
velocity w;(f) and (b) at constant angular velocity w,.
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and hence

0(r) = jm,-(t) dt
0
= JZ’]T(ﬁ + ke, (1)) dt
0

t
= 2mft + 2wa en(t) dt (10.2.3)
0

Thus the modulating signal is contained in the angle, in this rather indirect way. Note that the expression
for the modulated angle could not have been obtained by simply substituting f; for f. in the sine-wave func-
tion E. max sin(2mf,f), the reason being that this is derived on the basis of a constant frequency, which is not
valid for frequency modulation. By setting e,,(f) = 0, the unmodulated angle is seen in Fig 10.2.2 (b) to be
simply 6(¢) = 2mf.t.

— EXAMPLE 10.2.2

Sketch 0(¢) as a function of time for a 100-MHz carrier wave frequency modulated by a 1-kHz square wave
that has zero dc component and peak-to-peak voltage of 20 V. The frequency deviation constant is 9 kHz/V.

SOLUTION The peak-to-peak frequency deviation is 20 X 9 = 180 kHz, and this is symmetrical about
the unmodulated carrier of 100 MHz. Thus Af = =90kHz about the carrier, where the plus sign is used
for the positive half-cycles and the negative sign for the negative half-cycles of the modulating waveform.
Over the positive half-cycles the integral term gives +Af - ¢, and over the negative half-cycles —Af - 1.
Thus the angle is given by 0(f) = 2m(f, = Af)t, where the plus sign applies to positive half-cycles and the
L negative sign to negative half-cycles. The waveforms are sketched in Fig. 10.2.3.

The cosine function representing the carrier wave is given by the projection of the phasor on the x-axis
and is seen to be
e = E¢ max cos 6(1) (10.2.4)

Thus, in the unmodulated case, this reduces to the sinewave E. max cos 2f.t, while for the modulated case,
the full expression for 6(¢), including the integral term, must be used. For the square-wave modulation in the
previous example, the modulated carrier would appear as sketched in Fig. 10.2.4.

10.3 Sinusoidal FM

Many important characteristics of FM can be found from an analysis of sinusoidal modulation. For
sinusoidal modulation, e,,(f) = E,; max €0s 27f,,t and hence

Ji() = fo + key ()
= f. + kE,; max €OS 27f;,t
= fe t Af cos 2mfyt (10.3.1)
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Ji

100.09
100 +
99.91 1 —

| 1 ms |

0(r)

Figure 10.2.3 Solution to Example 10.2.2

Ji

(=100.09 | £=9991 :
MHz - .

Hz MHz

Figure 10.2.4 Square-wave FM.

where the peak frequency deviation Af is proportional to the peak modulating signal and is
Af = kEp max (10.3.2)

The instantaneous frequency as a function of time is sketched in Fig. 10.3.1.
The expression for the sinusoidally modulated carrier therefore become

e(t) = E¢ max cos 0(7)

t
= E_. max COS (wact + 2mwAf J’ cos 2if,,t dt)
0

A
= E, max cOS (2’1ch1‘ + ff sin 27rfmt) (10.3.3)

m
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Figure 10.3.1 Instantaneous frequency—time curve for a sinusoidally frequency modulated wave.

The modulation index for FM, usually denoted by [, is defined as

_ 4o (10.3.4)
s

and hence the equation for the sinusoidally modulated wave becomes

e(t) = E. max cos(2mf t + B sin 2mf,,1) (10.3.5)

— EXAMPLE 10.3.1

Determine the modulation index, and plot the sinusoidal FM wave for which E; jox = 10V, Ejy max = 3V,
k = 2000 Hz/V, f;, = 1 kHz, and f. = 20 kHz. On the same set of axes, plot the modulating function. The
plot should extend over two cycles of the modulating function.

SOLUTION The peak deviation is Af = 2000 X 3 = 6000 Hz. The modulation index is B = 6 kHz/
1 kHz = 6. The functions to be plotted are e,,(r) = 3 cos 2m10° and e(r) = 10 cos (4w10* + 6 sin 2w10°7)
L over arange 0 = r = 2 ms. The graphs, obtained using Mathcad, are shown in Fig. 10.3.2.

1

(=)

e(n), e,,(0),

volts

-1
0 0 #(s) 0.002

Figure 10.3.2 Solution to Example 10.3.1.

10.4 Frequency Spectrum for Sinusoidal FM

Equation (10.3.5) may be analyzed by Fourier methods in order to obtain the spectrum. The actual analysis is
quite involved and only the results will be presented here. The trigonometric series contains a carrier term
Jo(B)E; max cos wt, a first pair of side frequencies J{(B)E, max c0s (w. * w,,)t, a second pair of side fre-
quencies Jy(B)E¢ max €0s (w,. = 2w,,)t, a third pair of side frequencies J3(B)E, max €0s (w, * 3w,,)t, and so
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on. The amplitude coefficients J,(3) are known as Bessel functions of the first kind of order n. Values for these
functions are available in both tabular and graphical form and are also available as built-in functions in
programs for calculators and computers (such as Mathcad). From the point of view of applications here, the
Bessel function gives the amplitude of the carrier (n = 0) and side frequencies (n = 1, 2, 3,...). Some values
are shown in Table 10.4.1, where for convenience E, 5 is set equal to unity. The graphs of the carrier and

the first three side frequencies are shown in Fig. 10.4.1 for values of 3 up to 10.

Table 10.4.1 Bessel Functions for a Sinusoidally Frequency-modulated Carrier of Unmodulated
Amplitude, 1.0 V (Amplitude Moduli Less than |0.01| not shown.)

Side Frequencies

Modulation Carrier  Ist 2nd 3rd 4th Sth 6th 7th 8th 9th 10th 11th 12th
Index 3 Jo J] Jo J3 Jy Js Js J7 Jg Jo Jio Ji1 I
0.25 0.98 0.12 0.01

0.5 0.94 0.24 0.03

1.0 0.77 0.44 0.11 0.02

1.5 0.51 0.56 0.23 0.06 0.01

2.0 0.22 0.58 0.35 0.13 0.03 0.01

2.4 0 0.52 043 0.20 0.06

3.0 —-0.26 0.34 0.49 0.31 0.13 0.04 0.01

4.0 —-0.40 —-0.07 0.36 0.43 028 0.13 0.05 0.02

5.0 —-0.18 —0.33 0.05 036 039 026 0.13 0.05 0.02 0.01

5.5 0 —-0.34 —-0.12 026 040 032 0.19 0.09 0.03 0.01

6.0 0.15 —-0.28 —-0.24 0.11 036 036 0.25 0.13 0.06 0.02 0.01

7.0 0.30 0 —-0.30 —-0.17 0.16 035 034 023 0.13 0.06 0.02 0.01

8.0 0.17 023 -0.11 -0.29 -0.10 0.19 034 0.32 022 0.13 0.06 0.03 0.01
8.65 0 0.27 006 —024 —023 003 026 034 028 0.18 0.10 0.05 0.02

As an example of the use of Table 10.4.1, it can be seen that, for 3 = 0.05, the spectral components are

Carrier (£.) J6(0.5) = 0.94
First-order side frequencies (f. = f;;,) J1(0.5) = 0.24
Second-order side frequencies (f;. * 2f;,) J»(0.5) = 0.03

The fact that the spectrum component at the carrier frequency decreases in amplitude does not mean that
the carrier wave is amplitude modulated. The carrier wave is the sum of all the components in the spectrum,
and these add up to give a constant amplitude carrier as shown in Fig. 10.3.2. The distinction is that the
modulated carrier is not a sine wave, whereas the spectrum component at carrier frequency is. (All spectrum
components are either sine or cosine waves.) It will be noted from Table 10.4.1 that amplitudes can be negative
in some instances. It will also be seen that for certain values of 3 (2.4, 5.5, 8.65, and higher values not shown),
the carrier amplitude goes to zero. This serves to emphasize the point that it is the sinusoidal component of the
spectrum at carrier frequency, not the modulated carrier, that goes to zero and that varies from positive to
negative peak (1 V in this case) as the frequency varies.
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Figure 10.4.1 Graphs of the carrier amplitude and the first three side frequencies for a sinusoidally frequency
modulated carrier (Ec ypax = 1V).

The spectra for various values of 3 are shown in Fig. 10.4.2(a), (b), and (c). In each case the spectral
lines are spaced by f;,,, and the bandwidth occupied by the spectrum is seen to be

BFM = 2nfm (1041)

where 7 is the highest order of side frequency for which the amplitude is significant. From Table 10.4.1 it can be
seen that, where the order of side frequency is greater than (3 + 1), the amplitude is 5% or less of unmodulated
carrier amplitude. Using this as a guide for bandwidth requirements, Eq. (10.4.1) can be written as

Brm = 2(B + Dfy, (10.4.2)
or, substituting for B from Eq. (10.3.4)

Bem = 2(Af + f) (10.4.3)
To illustrate the significance of this, three examples will be considered:

1. Af=75kHz, f,=0.1kHz
Bev = 2(75 + 0.1)
= 150 kHz
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Figure 10.4.2 Spectra for sinusoidal FM with (a) B = 1.0, (b) B = 2.4 (note missing carrier), and (c) B = 5.0.
2. Af=75kHz, f,, = 1.0kHz

2(75 + 1)
152 kHz

Bem

3. Af=75kHz, f,, =10kHz
Bpm = 2(75 + 10)
= 170 kHz

Thus, although the modulating frequency changes from 0.1 to 9 kHz, or by a factor of 100 : 1, the
bandwidth occupied by the spectrum alters very little, from 150 to 170 kHz. These examples illustrate why
frequency modulation is sometimes referred to as a constant-bandwidth system.
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10.5 Average Power in Sinusoidal FM

The peak voltages of the spectrum components are given by E,; max = Ju(B)E¢ max- Since the rms values
denoted by E, and E, are proportional to the peak values, these are also related as

E, = J,(B)E, (10.5.1)

For a fixed load resistance R the average power of any one spectral component is P,, = E,Zl/ R. The total
average power is the sum of all such components. Noting that there is only one carrier component and a pair
of components for each side frequency, the total average power is

PT — Po + Z(Pl + P2 + .. ) (1052)
In terms of the rms voltages this becomes

2
E 2

° 4 *(E% + E% + ) (10.5.3)
R R

PT:

In terms of the unmodulated carrier and the Bessel function coefficients, this is

272 2
_ BB | 2K

R R
2

E:
= 2 Lo(B) + 2(1(B) + J3(B) + )]

Pr JIB) + B(B) + )

= P[J5(B) + 2(J1(B) + J5(B) + )] (10.5.4)

Here, the unmodulated power is P, = EC2 /R. A property of the Bessel functions is that the sum [Jg(B) +
2(J12 B + ]22(8) + ---)] = 1, so the total average power is equal to the unmodulated carrier power. This
result might have been expected because the amplitude of the wave remains constant whether or not it is
modulated. In effect, when modulation is applied, the total power that was originally in the carrier is
redistributed between all the components of the spectrum. As previously pointed out, at certain values of 3
the carrier component goes to zero, which means that in these instances the power is carried by the side
frequencies only.

— EXAMPLE 10.5.1

A 15—W unmodulated carrier is frequency modulated with a sinusoidal signal such that the peak fre-
quency deviation is 6 kHz. The frequency of the modulating signal is 1 kHz. Calculate the average power
output by summing the powers for all the side-frequency components.

SOLUTION The total average power output P is 15 W modulated. To check that this is also the value
obtained from the sum of the squares of the Bessel functions, from Eq. (10.3.4) we have

_N&_6_
S
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The Bessel function values for § = 6 are read from Table 10.4.1 and substituted in Eq. (10.5.4) to give

Py = 15[0.15% + 2(0.28% + 0.24* + 0.11% + 0367 + 0.36° + 0.25% + 0.13> + 0.06
+0.022 + 0.01%)]

15(1.00)
=15W

It follows that, since the average power does not change with frequency modulation, the rms voltage and
L current will also remain constant, at their respective unmodulated values.

10.6 Non-sinusoidal Modulation: Deviation Ratio

In the frequency-modulation process, intermodulation products are formed; that is, beat frequencies occur
between the various side frequencies when the modulation signal is other than sinusoidal or cosinusoidal. It
is a matter of experience, however, that the bandwidth requirements are determined by the maximum
frequency deviation and maximum modulation frequency present in the modulating wave. The ratio of
maximum deviation to maximum frequency component is termed the deviation ratio, which is defined as

p=AF (10.6.1)
Fy,

where AF is the maximum frequency deviation and F,, is the highest frequency component in the modulat-
ing signal. The bandwidth is then given by Eq. (10.4.2) on substituting D for B, with the same limitations on
accuracy, as

Binax = 2(D + 1)F,,

= 2(AF + F,,) (10.6.2)

This is known as Carson’s rule.

— EXAMPLE 10.6.1

Canadian regulations state that for FM broadcast the maximum deviation allowed is 75 kHz and the
maximum modulation frequency allowed is 15 kHz. Calculate the maximum bandwidth requirements.

SOLUTION Using Eq. (10.6.2),
B = 2(AF + F,)

2(75 + 15)

180 kHz

Examination of Table 10.4.1 shows that side frequencies of 1% amplitude extend up to the ninth

side-frequency pair, so Carson’s rule underestimates the bandwidth required. For D equal to 5 or greater,

a better estimate is given by Bypax = 2(D + 2)F,,. In this example, this would result in a maximum band-

width requirement of 210 kHz. The economic constraints on commercial equipment limit the bandwidth
L capabilities of receivers to about 200 kHz.
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10.7 Measurement of Modulation Index for Sinusoidal FM

Commercially available frequency deviation meters are available that enable Af to be measured for a known
value of f,,,. The frequency-modulation index is then simply the ratio of these two quantities as given by
Eq. (10.3.4). As a further check, the spectrum can be examined with the aid of a spectrum analyzer and the
conditions at which the carrier component of the spectrum goes to zero noted. These should occur at modu-
lation indexes of 2.4, 5.5, and so on, as shown in Table 10.4.1.

10.8 Phase Modulation

Referring once again to the expression for an unmodulated carrier, this is
ec(t) = E. max cos(w .t + d,) (10.8.1)

The phase angle ¢, is arbitrary and is included in the general case to show that the reference line for the
rotating phasor of Fig. 10.2.2 is arbitrary. Figure 10.8.1(a) shows the situation for ¢, = 25°.

When phase modulation is applied, it has the effect of moving the reference line (circuits for phase
modulation are described in Section 10.12), as shown in Fig. 10.8.1(b). Mathematically, the phase modula-
tion may be written as

b(1) = b + Key(1) (10.8.2)

where K is the phase deviation constant, analogous to the frequency deviation constant k introduced for
frequency modulation. It will be seen that K must have units of radians per volt when ¢, is measured in
radians. The constant phase angle ¢, has no effect on the modulation process, and this term can be dropped
without loss of generality. Thus the equation for the phase modulated wave becomes

e(t) = E, max co8(0ut + Kep(t)) (10.8.3)

eL‘(t)

(a) (b)

Figure 10.8.1 (a) Rotating phasor representation of a carrier of amplitude E,. ,x and phase lead ¢, = 25°. (b) Effect
of applying phase modulation.
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— EXAMPLE 10.8.1

A modulating signal given by e,,(f) = 3 cos (2*171031‘ — 90°) volts is used to phase modulate a carrier for
which E; ,ax = 10V and f, = 20 kHz. The phase deviation constant is K = 2 rad/V. Plot the modulated
waveform over two cycles of the modulating function.

SOLUTION The phase modulation function is

b)) = Keyy (1)
=2 X 3 cos(2m10°r — 90°)
= 60 sin 2710°¢

Hence the modulated wave function is

e(t) = 10 cos(4w10* + 6 sin 2w10%7)

L This is identical to the modulated wave in Example 10.3.1 and hence the .graph of Fig. 10.3.2 applies.

10.9 Equivalence between PM and FM

It is seen that for phase modulation the angular term is given by
0(1) = ot + Ke,(1) (10.9.1)
Now, the corresponding instantaneous frequency in general is obtained from

oL db(n) (10.9.2)
i) o dr

Hence the equivalent instantaneous frequency for phase modulation is, on differentiating Eq. (10.9.1),

K dey,(t)

Fipm(D) = fo + — mmi/ (10.9.3)
2w dt

The importance of this equation is that it shows how phase modulation may be used to produce fre-
quency modulation. The differentiation is nullified by passing the modulating signal through an integrator
before it is applied to the phase modulator, as shown in Fig. 10.9.1. The time constant of the modulator is
shown as T, so the actual voltage applied to the phase modulator is

Uy (1) = % J e (1) dt (10.9.4)
0

The equivalent frequency modulation is then

£ duy, (1)
2w dt

fiem() = fe +

— 4 Lem(t) (10.9.5)
27T
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Figure 10.9.1 How FM may be obtained from PM.
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Figure 10.9.2 Modulating with a step waveform: (a) AM, (b) FM, (c) PM.

This is identical to the instantaneous frequency expression for frequency modulation, Eq. (10.2.1),
with a frequency deviation constant given by k = K/(2rT). This equivalence between FM and PM has already
been illustrated in Example 10.8.1 for sinusoidal modulation. Frequency modulators that utilize the equiva-
lence between FM and PM are described in Section 10.12.

As with frequency modulation, many important characteristics can be found from an analysis of a sinu-
soidally phase-modulated carrier. However, at this point it is instructive to compare the three methods of
modulation, amplitude, frequency, and phase, for a modulating signal that is a step function.

In the case of amplitude modulation (Fig. 10.9.2[a]), the amplitude follows the step change, while the
frequency and phase remain constant with time. The amplitude change could be observed, for example on an
oscilloscope. With frequency modulation, shown in Fig. 10.9.2(b), the amplitude and phase remain constant
while the frequency follows the step change. Again, this change could be observed, for example on a frequency
counter.
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With phase modulation, the amplitude remains constant while the phase angle follows the step change
with time, as shown in Fig. 10.9.2(c). The phase change is measured with reference to what the phase angle
would have been with no modulation applied. After the step change in phase, the sinusoidal carrier appears as
though it is a continuation of the dashed curve shown on the amplitude—time graph of Fig. 10.9.2(c). Also,
from the amplitude—time graph it is seen that the frequency of the wave before the step change is the same as
after the step change. However, at the step change in phase, the abrupt displacement of the waveform on the
time axis makes it appear as though the frequency undergoes an abrupt change. This is shown by the spike in
the frequency—time graph in Fig. 10.9.2(c). A phase meter could be used to measure the change in phase, but
this requires the reference waveform and is not as direct as the measurement of amplitude or frequency. The
spike change in frequency could be measured directly on a frequency counter. In principle, the apparent
change of frequency with phase modulation will occur even where the source frequency of the carrier is held
constant, for example by using a crystal oscillator. In practice, it proves to be more difficult to achieve large
frequency swings using phase modulation.

10.10 Sinusoidal Phase Modulation

For sinusoidal modulation, e,,(t) = E,;, max Sin 2f,,¢, and hence

Ke,, (1) = KE,,; max Sin 2f,,t

(10.10.1)
= Ad sin 2mf,,t
where the peak phase deviation A is proportional to the peak modulating signal and is
Ad = KEp; max (10.10.2)

The sine expression is used for the modulation signal rather than the cosine expression, because this
brings out more clearly the equivalence in the spectra for FM and PM, as will be shortly shown. The equation
for sinusoidal PM is therefore

e(t) = E; max cos(w .t + Ad sin w,,t) (10.10.3)

This is identical to Eq. (10.3.5) with Ad= B, and therefore the trigonometric expansion will be similar to
that for sinusoidal FM, containing a carrier term, and side frequencies at f. = nf,,. The amplitudes are also
given in terms of Bessel functions of the first kind, J,,(Ad). In this case the argument is the peak phase devi-
ation A, rather than the frequency modulation index (. It follows therefore that the magnitude and extent
of the spectrum components for the PM wave will be the same as for the FM wave for which A¢ is numer-
ically equal to (. It also follows that the power relationships developed in Section 10.5 for sinusoidal FM
apply to the equivalent sinusoidal PM case.

For analog modulating signals, phase modulation is used chiefly as a stage in the generation of frequency
modulation; as previously described. It should be noted that the demodulators in analog FM receivers (even the
phase discriminators described in Section 10.14) interpret the received signal as frequency modulation, real or
equivalent. The effect this has on the reception of a phase modulated carrier is illustrated in Problem 10.17.

With sinusoidal phase modulation, application of Eq. (10.9.3) gives the equivalent frequency modulation as

fieq(t) = fe + Adfy, cos wyt
= fo T Afeq €OS 0yt (10.10.4)

The equivalent peak deviation is seen to be

Afog = Ad - fiy (10.10.5)

The other major area of application for phase modulation lies in the digital modulation of carriers.
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10.11 Digital Phase Modulation

Phase modulation is very widely used in digital systems. In the simplest system, the voltage levels =V
representing the binary digits 1 and 0 may be used to multiply the carrier. If the digital signal is represented
by p(#) and a balanced modulator is used (see Section 8.9), the modulated signal is essentially a DSBSC wave
given by

e(t) = Ap(t)E, yax COS w1 (10.11.1)

where A is a constant of the multiplier. When p() = +V, then e(f) = AV E_ qnax cos o.t. When p(f) = -V, the
minus sign can be interpreted as a 180° phase shift, and the modulated wave is e(f) = AV E ax c0s (ot + 180°).
Thus the phase of the modulated signal shifts between zero and 180° in accordance with the digital modulating
signal. This type of modulation is referred to as binary phase shift keying (BPSK), the word “keying” being a
relic from the time when a Morse key was the most common method of generating a digitally modulated tele-
graph signal. Digital modulation methods are discussed further in Section 12.9.

10.12 Angle Modulator Circuits

In the study of angle modulator circuits, a difficulty arises in that the carrier frequency is not constant, so
steady-state sinusoidal analysis of networks forming part of the circuit is not strictly valid. Another difficulty
is that the angle modulation is achieved by varying inductance or capacitance as a function of the modulat-
ing signal, so these become time-varying components rather than being constants of the circuit, as assumed
for steady-state analysis. These difficulties notwithstanding, a reasonably accurate picture of the principles
of operation of angle modulator circuits can be obtained from what is termed quasi-steady-state analysis, in
which it is assumed that the instantaneous values of inductance, capacitance, and carrier frequency are
changing sufficiently slowly for these to be treated as constants. Steady-state analysis is then carried out for
the particular instantaneous values at any given instant.

In the analyses a number of nonlinear functions arise, of the form fA(8) = (1 + 3)", where & represents
the fractional change in the variable and n < 0. For example, for the varactor diode described in the following

section, & represents the fractional change in bias voltage, and n = —a. For the frequency equation, of the
form f = 1/(2w V LC),  represents the fractional change in inductance or capacitance and n = —0.5. For

8 < 1, the binomial expansion gives f(8) = 1 + nd, which shows that the functional variation is approximately
linear in relation to the fractional change. Usually, what is required is the transfer characteristic showing the
variation of frequency (or phase) as a function of modulating voltage. A measure of the linearity of the trans-
fer characteristic is given by the linear correlation coefficient. This has a value between zero and unity, the
ideal value being unity. The slope of the transfer characteristic gives the frequency (or phase) deviation con-
stant. Both the slope and the linear correlation coefficient can be found using a computational package such
as Mathcad, as will be illustrated later.

Varactor Diode Modulators

The varactor diode has already been met with in the study of voltage-controlled oscillators in Section 6.6.
In a sense, voltage-controlled oscillators are frequency modulation circuits in which discontinuous (such as
step changes) in frequency are usually encountered. In the present section, the use of the varactor diode in
generating continuously variable changes in frequency and phase will be examined. The circuit for a Clapp
FM oscillator is shown in Fig. 10.12.1.
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Figure 10.12.1 Clapp FM oscillator utilizing a varactor diode.

In this circuit, which is similar to that of Fig. 6.6.1(a), the fixed bias for the varactor diode is adjusted
by means of the variable resistor in the bias line. The radio-frequency choke (RFC) prevents the radio-
frequency signal from entering the modulating circuit. Capacitor C3 alters the effective inductance as
explained in Section 6.4 and also acts as a dc blocking capacitor. The varactor diode capacitance acts in series
with Cj.

Figure 10.12.2 provides an illustration of the modulation process. The diode is biased into its reverse-
bias region at some fixed bias point — V. The modulating voltage is superimposed on this, which results in
a variation of capacitance about the fixed value Cgy. The diode capacitance forms part of the total tuning
capacitance Cy of the frequency determining circuit, and so the variation in Cy; can be projected onto the
C7/C 4 graph as shown. This in turn can be projected onto the C7/f graph for which the frequency is inversely
proportional to the square root of the capacitance. The resulting frequency modulation is then as shown.

An estimate of the frequency deviation constant can be obtained for small-signal conditions using
quasi-steady-state analysis. In the present application, the diode voltage consists of a reverse fixed bias — Vg
and a time-varying component v,,(f) which is the modulating voltage. Thus the applied diode voltage is a
function of the modulating voltage, which will be denoted simply as v,

Va(uy) = — (VR + up) (10.12.1)

When this voltage is substituted in Eq. (6.6.1), the diode capacitance as a function of modulating voltage
becomes

Coly) = Co . (10.12.2)
(1 = Va(un)/ )
Since the diode capacitance forms part of the total tuning capacitance, this is now also a function of time.
For example, if the diode is in series with some fixed capacitance Cj,,, the total tuning capacitance is

_ CoerCa(vm) (10.12.3)

Cr(vy) =
Cser + Cy(vy)

With no modulation applied, the total tuning capacitance will have some value Crg corresponding to
the unmodulated frequency f,,. With modulation applied, the frequency is therefore
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Figure 10.12.2 Graphical representation of the FM process.

F(u,) = f, _Cro (10.12.4)
Cr(vy,)

These equations enable the transfer characteristic to be obtained. As mentioned in the introduction, the
linear correlation coefficient gives a measure of the linearity of the transfer function, and the slope gives
the frequency deviation constant. The computed results for the FM oscillator of Fig. 10.12.1 are shown in
Fig. 10.12.3 (see Problem 10.22).

The varactor diode may also be used as a phase modulator, one possible circuit being shown in
Fig. 10.12.4. Here a crystal-controlled oscillator circuit supplies a constant current signal to a tuned circuit.
As before, the diode capacitance is in series with a fixed capacitance. What has changed compared to the FM
circuit is that the frequency remains constant, but the phase angle of the tuned circuit is a function of the total
tuning capacitance. A parallel tuned circuit with reasonable Q-factor (O = 10) can be modeled by the
dynamic resistance (see Section 1.4) in parallel with a lossless inductor L, in parallel with the total tuning
capacitance C7. Denoting the fixed frequency by w,, the admittance of the tuned circuit (with L. and C not
necessarily resonant) is

y=-L +j(woCT _ 1) (10.12.5)
RD (JJOL
The phase angle of Y is
_ 1
v = tan 1(RD(%CT -~ )) (10.12.6)
w,L
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Now, since Q = Rp/w,L, Eq. (10.12.6) can be rearranged as
v =tan 'Q(w2LCr — 1) (10.12.7)
With no modulation applied, the tuned circuit resonates to the oscillator frequency w, when the tuning

capacitance has some specific value Ct = Crp. Hence the equation for phase angle becomes

v = tan 'Q

fi_l) (10.12.8)
T0

With modulation, the capacitance changes, and therefore so does the phase angle. Now, since the
current is constant, the voltage across the tuned circuit is

I,

VvV, =—

4

4
=20 ,_ (10.12.9)

v
Hence the phase of the output voltage as a function of capacitance is
¢ =y

(10.12.10)

I
-
o
=
|
S
—
[
:
‘Q
Pﬂ

It will be noted that & = 0 when C7 = Crp. As with the FM circuit, a plot of the transfer characteris-
tic (in this instance &¢/v,,) is obtained by evaluating in sequence Eqs. (10.12.1) through (10.12.3) and

100
50
ﬁ _/4.)
Koz ©
-50
100
- 05 0 0.5 1
Vmod;
volt
slope(Vmod, £) = 64.6 + IjTHhZ corr(Vmod,f) = 1

Figure 10.12.3 Plot of the transfer characteristic for the Clapp FM oscillator shown in Fig. 10.12.1. (Circuit details are
given in Problem 10.22.) The linear correlation coefficient is unity, and the slope (rounded off) is k = 65 kHz/V.

10
Crystal- + RFC
controlled Vv }:—NW'\—O
oscillator o @ (Vg +vp)
, ° o

Figure 10.12.4 Varactor diode phase modulator.
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Figure 10.12.5 Transfer characteristic for the phase modulator of Fig. 10.12.4. (See Problem 10.24 for circuit details.)
The linear correlation coefficient is 0.999, and the phase shift constant is 0.721 rad/V.

(10.12.10) for a range of values of modulating voltage. Figure 10.12.5 shows one such characteristic (see
Problem 10.24).

Transistor Modulators

Transistor circuits can also be designed that behave as variable reactances (varactors) with the reactance con-
trolled by the modulating signal. One such circuit utilizing a JFET is shown in Fig. 10.12.6.

The frequency determining circuit of the oscillator is connected to an external circuit consisting of a
JFET, radio frequency chokes (RFCs), and impedances Z; and Z,. The small-signal oscillator voltage across
the external circuit is shown as v,, and the corresponding current entering this circuit is i,. Hence the admit-
tance presented by the external circuit to the oscillator is

i
y ="
Vo
LN N (10.12.11)
v, Z1t24
Oscillator E
. Vee : Vbp
RFC E RFC
§ L i,
L >
Cy
’dl Z)

r E > RFC VB + Vm(t)
_;r_ E Vy T P YY"

T

Figure 10.12.6 JFET reactance modulator.
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This assumes that the admittance of the RFC in the drain circuit is small enough to be ignored. For the JFET,
iq = gmVg, and from the circuit, v, = v,25/(Z1 + Z3). Substituting these relationships in the admittance equa-
tion gives

Z
y = 8mé2 i 1
Z1 + Zp 21+ 7y
_8ml Tt 1 (10.12.12)
VAR V/))

Thus the admittance is a function of the transconductance g,,, which in turn can be made to depend on the
modulating voltage. In particular, the imaginary part of ¥, which is the susceptance, can be made to alter the
tuning and hence the frequency of the oscillator.

In practice, it will always be the case that |Z;| > |Z,| and |g,,Z5| > 1. The expression for admittance
then reduces to

(10.12.13)

Four combinations of Z; and Z, may be used as follows: Cy, Ry; Ry, C2; Ry, Ly; and L{, R,. Each gives
a different susceptance as a function of g,,. Consider the first arrangement for which Z; is a capacitive reac-
tance 1/jw,C1 and Z; a resistance R,. This results in an admittance
Y = jo,gmCiR
= jo,8mT (10.12.14)

Here, T = C}R; is the time constant of the Z;, Z, branch. The condition |Z| > |Z,| requires that w,T < 1,
and therefore the circuit is useful at relatively low frequencies. Also, the admittance is seen to be equal to a capac-
itive susceptance for which the equivalent capacitance is

Coq = guT (10.12.15)

The C,, or L,, component for the other combinations can be derived in a similar fashion, and these are listed
in Table 10.12.1

TABLE 10.12.1

Time Constant, T Condition Leq or Ceq
Ci1R; o7 <1 Ceq = 8miT
R(Cy ot >1 Loy = T/gm
Ry 'L, wr <1 Coq = &niT
LiRy ! wr> 1 Log = T/gm

EXAMPLE 10.12.1

Assuming that “very much greater than” means a 10 : 1 ratio at least, determine the highest frequency for
the reactance modulator for which the Cy, R time constant is 0.3 ws. Given that the lowest value encoun-
tered for the transconductance is 2 mS, determine the actual values of Cj and R,. What is the value of the
equivalent tuning capacitance for these values?
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SOLUTION Denote the “much greater than” condition by p = 10, and the “much less than” condition
by g = 1/p; then

Fo = —L = 53kHz
2T

P

" gu(min)

Z,| 5kQ

Since Z, is a resistance, Ry = |Z,| = 5 k(). Check: g, |Zo| = 9 which meets the “very much greater than”
criterion. It therefore follows that

T
C; =—=60pF
1 R, p
- Ceq = gm™ = 600 pF

For the JFET, the transconductance is a linear function of the gate—source bias voltage, so by making
the modulating voltage part of the bias, modulation of C,, or L., is achieved. Denoting the modulating sig-
nal voltage by v,,(#) and the fixed bias as Vjp, then the gate—source bias voltage is given by

Vs = Vg + up(1) (10.12.16)
The transconductance for a JFET is linearly dependent on Vg, the relationship being given by

_@% (10.12.17)
Vp

Here, V), is the pinch-off voltage and g, is the transconductance at zero bias, both of these being con-
stants for a given JFET. It should be noted that for a JFET the parameters normally specified are Vp and the
current at zero bias Ipgs, and g,,0 = —2Ipss/Vp.

Since L or C may be varied, then denoting the LC combination with no modulation applied as (LC),,
and the corresponding oscillator frequency as f,, and (LC),, as the modulated value, the modulated frequency

is given by
=f\/ (LC)o 10.12.18
S = 1o (LO),, ( )

Again it will be seen that a number of nonlinear relationships are involved, but as remarked in the intro-
duction, an approximately linear relationship can be achieved for the transfer characteristic by keeping the
fractional variation in the variables small compared to unity. The linear correlation coefficient and the fre-
quency deviation coefficient can be found from the transfer characteristic as described for the varactor diode
modulator. Figure 10.12.7 shows the result for the modulator specified in Problem 10.27.

The transistor may also be used as a phase modulator; one circuit utilizing a JFET is shown in Fig. 10.12.8.
In this circuit, a crystal-controlled oscillator is shown to emphasize the fact that the external circuit does not affect
the frequency. What has to be shown is that the phase of the output voltage v, is a function of the JFET g,,,, which
in turn is a function of the modulating voltage. Assuming the gate current is negligible, then

w,C

iy = (U — U

2

8m = 8mo ( 1

(10.12.19)
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Figure 10.12.7 Transfer curve for the JFET FM modulator of Problem 10.27. The linear correlation coefficient is unity,
and the slope (rounded off) is 113 kHz/V.
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Figure 10.12.8 JFET phase modulator.

As before, the drain current is given by id = g,v,, and the RF gate voltage in this case is

y = 2 (10.12.20)
§ 2
Hence, on the assumption that i, = iy,
vty 0,C
o = (y, — vg)j—2 (10.12.21)
2 2
From this, the output voltage is obtained as
— jw,C
vy =~y IR (10.12.22)
&m T jw,C

The modulus of the complex term in the numerator is equal to that in the denominator, so variations in
gm do not affect the amplitude, which is an advantage. It also follows that |v;] = |v,|. In polar form,

Eq. (10.12.19) becomes
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Figure 10.12.9 Transfer curve for the phase modulator of Problem 10.35. The slope of the curve is 2.67°/V, and the
linear correlation coefficient is unity.

(L180° — )
L = |yl ————
v 2 = )| -
od = 180° — 2y (10.12.23)
where
v = tan~ 12 (10.12.24)
m

Hence the output voltage phase angle ¢ in radians, as a function g,,,, is

b=m—2 tan_lL()C (10.12.25)

8m

Denoting the unmodulated phase angle as ¢, the change in phase angle is given by

3p = b — b, (10.12.26)

A plot of the transfer characteristic (in this instance phase angle versus modulating voltage) for the
modulator detailed in Problem 10.35 is shown in Fig. 10.12.9.

10.13 FM Transmitters

Direct frequency modulation can be employed using any of the FM circuits described in the previous section.
Usually, however, direct FM at the final carrier frequency is not feasible because of the problem of maintaining
high-frequency stability of the carrier while at the same time obtaining adequate frequency deviation. A com-
monly used technique is to frequency modulate a subcarrier oscillator and then use a combination of frequency
multiplication and mixing to achieve the desired final carrier frequency with specified maximum deviation.
The distinction between frequency multiplication and mixing is important in FM systems. With fre-
quency multiplication, the instantaneous frequency is multiplied. For example if the instantaneous frequency
of an FM oscillator is f; = f, + Af, when passed through a frequency multiplier this becomes nf; = nf,, + nAf,
where n is the multiplying factor. Frequency multiplication can be achieved by passing the signal through a
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class C amplifier and tuning the output to the desired harmonic. (Recall that with a class C amplifier the output
current is in the form of pulses at the input frequency, and the output circuit can be tuned to a harmonic of
this.)

With frequency mixing, the deviation is not altered. For example, if a signal with instantaneous
frequency f; = f, + Afis passed through a mixer, which is also fed by a local oscillator f;, the output circuit
can be tuned to the difference frequency f, +Af — f, = fir + Af. Figure 10.13.1 shows how a combination of
frequency multiplication and mixing may be used to increase deviation without increasing the nominal FM
oscillator frequency.

An LC oscillator may be directly frequency modulated to produce relatively large deviation, but then it
may be difficult to maintain stability of the center (unmodulated) frequency. Stability can be improved by using
automatic frequency control (AFC). Figure 10.13.2 shows one possible arrangement. A sample of the output
signal, taken from the final driver stage, is mixed with a signal from a stable crystal oscillator. The difference
frequency output from the mixer is fed into the discriminator circuit, where it is demodulated (discriminator
circuits are described in Section 10.14). The demodulated output consists of the original modulating signal plus
any variations caused by drifting of the nominal frequency of the LC oscillator. The low-pass filter removes the
signal component while leaving the drift component, which is fed back as a control bias to the oscillator. This
is connected in such a way as to shift the nominal frequency in the desired direction to reduce the drift.

Class C power amplifiers can be used to amplify FM signals since the amplitude distortion introduced
by the class-C operation has no effect on the modulation (unlike AM, where class C cannot be used once the
carrier is modulated). This makes for more efficient FM transmitters compared to AM.

M JotAf Frequenpy nf, +nAf Frequency Jotnlf
. multiplier . -
oscillator wn mixer
]
Oscillator
(n=1),

Figure 10.13.1 Use of frequency multiplication and mixing to increase the frequency deviation.

MOdI:latmg Reactance LC Frequency Class C FM output
signal modulator] oscillator multiplier power >
amplifier
DC bias
o . Crystal
LPF Discriminator Mixer oscillator

Figure 10.13.2 Frequency-stabilized FM oscillator.
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Figure 10.13.3 FM achieved through phase modulation.

Phase modulation may be used to indirectly frequency modulate an oscillator as described in Section 10.9.
This allows a crystal-controlled oscillator to be used, as shown in the block schematic of Fig. 10.13.3. This
method is widely used in VHF and UHF radio telephone equipment.

A very popular indirect method of achieving FM is known as the Armstrong method after its inventor.
In this method, the initial modulation takes place as an amplitude-modulated DSBSC signal (Section 8.9) so
that a crystal-controlled oscillator can be used if desired. To see the connection between DSBSC AM and FM,
it is first necessary to analyze a low-level phase modulated signal, which provides the key to the connection.
Equation (10.8.3) for phase modulation is repeated here:

e(t) = E¢ max €08 (o1 + Kuy(1)) (10.13.1)

The trigonometric expansion for this is

e(t) = E; max [cos .t * cos (Ku,(t)) — sin ot - sin (Ku,,(1)) ] (10.13.2)

Now the peak phase excursion in the angle Kv,,(#) can be kept small such that cos (Kv,,(f)) = 1 and
sin (Kv,,(t)) = Kv,,(t). The expansion for the phase modulated wave therefore becomes

e(t) = Epmax [0S 0t — (Kup(t))sin o] (10.13.3)

The first term of the expansion is seen to be the unmodulated carrier, and the second term is a DSBSC
term similar to that of Eq. (8.9.1), but with the carrier shifted by 90°. Thus, by arranging for the summation
of such a DSBSC signal with a carrier term, phase modulation can be achieved through AM.

Figure 10.13.4 shows how this might be done. The crystal oscillator generates the subcarrier, which
can be low, say on the order of 100 kHz. One output from the oscillator is phase shifted by 90° to produce
the sine term, which is then DSBSC modulated in the balanced modulator by v,,(¢). This is combined with
the direct output from the oscillator in the summing amplifier, the result then being the phase-modulated
signal given by Eq. (10.13.3). The modulating signal is passed through an integrator, which as shown in
Section 10.9 results in an equivalent frequency modulation. At this stage, the equivalent frequency deviation
will be low, so the arrangement of Fig. 10.13.1 is used to increase the peak deviation.

EXAMPLE 10.13.1

An Armstrong transmitter is to be used for transmission at 152 MHz in the VHF band, with a maximum
deviation of 15 kHz at a minimum audio frequency of 100 Hz. The primary oscillator is to be a 100-kHz
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Figure 10.13.4 Armstrong method for FM.

crystal oscillator, and the initial phase-modulation deviation is to be kept to less than 12°, to avoid audio
distortion. Find the amount by which the frequency must be multiplied to give proper deviation, and
specify a combination of doublers and triplers that will give this. Also, specify the mixer crystal and any
multiplier stages needed.

SOLUTION The maximum phase deviation of the modulator is
Adpmax = 12° = 0.21 rad
From Eq. (10.10.5),
Afnax = AdPmax fimin = 0.21 X 100 = 21 Hz
The frequency deviation increase required is
_ Mfmaxatow _ 15,000

6
= = 714 (use 729 = 3%
Afmax 21

The modulated waveform will be passed through a chain of six tripler stages, giving a final deviation of

21 X 729 = 15.31 kHz

N

at a frequency of 0.1 X 729 = 72.9 MHz. The deviation is slightly high, but a slight attenuation of the
audio signal will compensate for this. The mixer oscillator signal is

fo =152 — 72,9 = 79.1 MHz

— /) is best obtained by using two tripler stages from an 8.7889-MHz crystal oscillator.

FM Broadcast

The prime requisite of FM broadcasting is excellent fidelity, since music provides the chief program material.
Frequency modulation acts in several ways to improve this fidelity. First, since FM broadcasting takes place in
the VHF band from 88 to 108 MHz, a much wider baseband can be used. The baseband width presently in use
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is 50 Hz to 15 kHz, with a maximum allowable deviation of *=75 kHz. Channel spacing is 200 kHz, and power
outputs of as much as 100 kW are used.

Until recently single-channel monophonic FM broadcasts were common, but nearly all FM stations are
now transmitting two-channel stereo programs. In the near future this may be further changed to provide
four-channel stereo. Also, some FM stations are frequency division multiplexing an additional channel on
their carrier for the purpose of providing background music for public buildings, a system licensed as a sub-
sidiary communications authorization, or SCA.

The transmitters used are typically of the Armstrong type discussed previously. Initial deviations are
kept small to limit modulation distortion, and many stages of frequency multiplication are used to bring the
deviation up to that required at the output. Again, to provide the necessary power output, the output stage is
a push—pull parallel class C amplifier. Water-cooled vacuum tubes are used in this stage.

The main differences between the FM systems already discussed and the broadcast system lies in the
composition of the audio signal presented to the modulator. It is a composite signal carrying several signals,
and these will be discussed.

First, if monophonic FM transmission is to be used, only one channel is needed, and the single audio
channel is applied directly to the modulator input. It must be fully compensated to provide good fidelity in
the band from 50 to 15,000 Hz.

Two-channel stereo is accomplished as follows. The two audio channels are not simply frequency divi-
sion multiplexed before modulation. They are first mixed to provide two new signals, one of which is a balanced
monophonic signal. The first is the sum of the two input channels, and the second is the difference of the two.
The sum channel is modulated directly in the baseband assignment between 50 and 15,000 Hz. The difference
signal is DSBSC modulated in the 23- to 53-kHz slot about a carrier at 38 kHz. A pilot carrier at 19 kHz is also
transmitted. The sum signal in the audio portion of the band can be demodulated by a monophonic FM receiver
to provide normal monophonic reception. A receiver with a stereo demodulator can also retrieve the difference
signal and combine the two to produce the original L and R channel signals. Figure 10.13.5(a) shows the block
diagram of the premodulation mixing circuits.

The L and R channels are summed and passed through a low-pass 15-kHz filter to form the monophonic
portion of the baseband signal. The R channel is inverted and then added to the L signal to yield the differ-
ence signal L — R. This signal is DSBSC-modulated on the 38-kHz carrier by a balanced modulator and passed
through a 23- to 53-kHz band-pass filter to remove any unwanted signal components. The two channel bands
and the 19-kHz pilot carrier are added together to produce the final baseband signal (Fig. 10.13.5[b]). This
final composite signal is presented to the modulator input of the FM transmitter.

An additional channel is often modulated on the same carrier for service to commercial operations, such
as music to stores and public buildings. This channel is limited to a signal bandwidth of 7.5 kHz and is mul-
tiplexed to lie in the range from 53 to 75 kHz, with a pilot carrier at 67 kHz. The sideband frequencies are
shown in Fig. 10.13.5(b). This auxiliary channel does not interfere in any way with the ordinary broadcast.

10.14 Angle Modulation Detectors

Basic Detection of FM Signals

To detect an FM signal, it is necessary to have a circuit whose output voltage varies linearly with the frequency
of the input signal. The slope detector is a very basic form of such a circuit, although its linearity of response
is not good. Figure 10.14.1(a) shows the basic arrangement. By tuning the circuit to receive the signal on the
slope of the response curve Fig. 10.14.1(b), the carrier amplitude V is caused to vary with frequency. In this
case the circuit is tuned so that its resonant frequency fq is lower than the carrier frequency f.. When the signal
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Figure 10.13.5 FM stereo broadcast transmitter: (a) block schematic; (b) baseband spectrum showing position of the
auxiliary 7.5-kHz channel.

frequency increases above f,, with modulation the amplitude of the carrier voltage drops. When the signal
frequency decreases below f,, the carrier voltage rises. The change of voltage results because of the change
in the magnitude of the impedance in the tuned circuit as a function of frequency and results in an effective
conversion of frequency modulation into amplitude modulation. The modulation is recovered from the ampli-
tude modulation by means of a normal envelope detector. However, the linear range on the voltage/frequency-
transfer characteristic is limited.

Linearity can be improved by utilizing the arrangement of Fig. 10.14.1(c), a circuit known as the
Round-Travis detector or balanced slope detector. This circuit combines two circuits of the type shown in
Fig. 10.14.1(a) in a balanced configuration. One slope detector is tuned to fj; above the incoming carrier fre-
quency and the other to fy, below the carrier frequency, and the envelope detectors combine to give a differen-
tial output. This means that by showing the V| response as positive that V, response can be shown as negative on
the same axes, and the outputVy = |V;| + |V»| will have an S shape when plotted against frequency, shown in
Fig. 10.14.1(d). This S curve is characteristic of FM detectors. When the incoming signal is unmodulated, the
output is balanced to zero; when the carrier deviates towards fy;, |V1| increases while |V,| decreases, and the out-
put goes positive; when it deviates toward fy, |V1| decreases while |V5| increases, and the output goes negative.

Foster-Seeley Discriminator

The phase shift between primary and secondary voltages of a tuned transformer is a function of frequency, and
the Foster—Seeley discriminator utilizes this frequency—phase dependence for the recovery of the modulating
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Figure 10.14.1 (a) FM slope detector; (b) magnitude of output voltage plotted against frequency; (c) balanced double-tuned
slope (or Round Travis) detector; (d) output voltage plotted against frequency, showing the S-shaped transfer function curve.

signal. Figure 10.14.2(a) shows a tuned transformer (see Section 1.8), the voltage transfer function (VTF) being
given by Eq. (1.8.10). This is plotted in Fig. 10.14.2(b) and (c) for a typical transformer as a function of the
fractional frequency change from resonance. Recalling that the VTF is the ratio of secondary voltage to primary
voltage, it will be seen that the secondary voltage lags the primary voltage by nearly 90° at resonance and that
phase shift increases as frequency decreases, and decreases as frequency increases.

Figure 10.14.3(a) shows the basic arrangement for the Foster—Seeley discriminator. The primary volt-
age is tightly coupled through capacitor C3 and the RFC to the center tap on the secondary (in some circuits
a tertiary winding is used for this coupling). The coupling is tight enough that practically all the primary volt-
age appears between the center tap and ground. Figure 10.14.3(b) shows the generator equivalent circuit,
where it will be seen that the voltage across diode D1 is Vp1 = V1 + 0.5 V; and that across diode D, is Vpy =
Vi—0.5V,.

In terms of the voltage transfer function, Vp; = V(1 + VTF/2) and Vp, = V(1 — VTF/2). The mag-
nitude of these voltages are plotted in Fig. 10.14.4 (normalized to V; = 1 V), where it will be seen that, as a
result of the phase relationship shown in Fig. 10.14.2(c), |Vp| varies in the opposite sense to that for [Vpy|.
The RF voltages are rectified by the diode circuits, and the outputs developed across each diode load will be
almost equal to the peak RF voltage at the respective inputs. Thus V,; = |Vpy| and V,» = |Vpy|. The total
output voltage is the difference between these, or V,, = |Vp| — |Vpy|. This is plotted in Fig. 10.14.4(b).
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Figure 10.14.3 (a) Basic Foster—Seeley discriminator. (b) Voltage generator equivalent circuit.
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The difference—voltage/frequency curve has the characteristic S shape, and over the linear portion of
the curve, the output voltage is proportional to the frequency deviation.

Amplitude variations are reduced to negligible proportions by amplitude limiting the signal before
applying it to the discriminator. There are many practical variations of the circuit, and Fig. 10.14.5 shows it
being used with integrated circuits. In this application, amplifier block MFC6010 provides gain and ampli-
fier block MC1355 provides gain limiting. Note that the primary voltage is coupled into the secondary by
means of a tertiary winding that is very closely coupled to the primary. Also, the ground point is shifted so
that the output may be taken with respect to ground, a much more practical arrangement.

1.5 0.5
1.25 S T 0.25 ™~
ypint DR 2O
WD2(f ) -
0.75 pr=====""1 -0.25
0.5 ~0.5
~0.01  —0.005 0 0.005  0.01 ~0.01  —0.005 0 0.005  0.01
=/ 1=k
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(a) (b)

Figure 10.14.4 Magnitude of the voltage applied to (a) diode D; and diode D;. (b) Output voltage, which is equal to
the difference in the diode voltage magnitudes.
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Figure 10.14.5 FM receiver unit utilizing integrated-circuit amplifiers and a Foster—Seeley discriminator. (Courtesy
Motorola, Inc.)
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Ratio Detector

A very simple change can be made to the Foster—Seeley discriminator that improves the limiting action, but
at the expense of reducing the output. One diode is reversed so that the two diodes conduct in series
(Fig. 10.14.6); the detector circuits then provide a damping action, which tends to maintain a constant
secondary voltage, as will be shown.

Diodes D and D; and associated loads RC form envelope detectors as before, and the frequency-to-
phase-to-amplitude chain of events occurs as in the Foster—Seeley discriminator. Now, however, the polarity
of voltage in the lower capacitor is reversed, so the sum voltage appears across the combined loads (rather
than the difference voltage as in the Foster—Seeley). Hence, as V; increases, V(y decreases and V|’ remains
constant (and, of course, V(y remains constant as V(y; decreases and V(y, increases). Therefore, a large capac-
itor (in practice usually an electrolytic type) can be connected across the V() points without affecting the volt-
age, except to improve the “constancy.”

From the circuit of Fig. 10.14.6, two equations can be written for the output voltage V,, as follows:

1 !
Vo=7Vo — Vo

2
and
l !
Vo= —=2Vo + Vou
2
Adding,
2Vo = Vo1 — Vi
Therefore,

1
Vo = E(Vm - Vo)
1
= (Vo] = [Via) (10.14.1)

The output voltage is one-half that of the Foster—Seeley circuit.

Limiting action occurs as a result of variable damping on the secondary of the transformer. For example,
if the input voltage amplitude (V| ax) Were to suddenly increase, as would occur with a noise spike of volt-
age, the voltage V() could not follow immediately, since it is held constant by means of the large capacitor. The
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Figure 10.14.6 Ratio detector circuit.
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voltage across the diodes in series is V, — Vj and since V, will increase with Vy, the diodes conduct more
heavily (that is, more current flows). This results in heavier damping of the secondary (which is also reflected
into the primary), which reduces the Q factor. This in turn tends to offset the increase in V), by reducing the
gain of the limiting amplifier feeding the circuit.

If the input voltage should decrease suddenly, diode conduction is reduced and so is the damping. The
gain of the limiting amplifier therefore increases, tending to offset the original decrease in voltage. The fact,
too, that the diode load, as seen by the two diodes in series, has a long time constant and therefore cannot
respond to fast changes in voltage helps in the limiting process.

Of course, the limiting action will not be effective for slow changes in amplitude, as V{ will gradually
adjust to the new level determined by input voltage amplitude.

Figure 10.14.7 shows the circuit diagram of a high-quality FM stage utilizing a ratio detector in con-
junction with integrated-circuit amplifiers. Both amplifying blocks MC1355 provide limiting gain.

Quadrature Detector

This type of FM detector also depends on the frequency dependence of the phase angle of a tuned circuit,
but has the advantage that only a single tuned circuit is required. As a result, it is becoming increasingly pop-
ular in integrated FM strips.

The impedance of a parallel tuned circuit can be expressed as |Zp( )£ b(f), where both the magnitude
and phase are functions of frequency [see Eq. (1.4.2)]. Figure 10.14.8 shows how the magnitude and phase
vary with frequency for a typical circuit used in the quadrature detector tuned to 10.7 MHz.

It will be seen that, to a close approximation, the phase angle varies as a linear function of frequency.
In the quadrature detector, the voltage developed across such a tuned circuit by the FM carrier current is
applied to one input of a multiplier, and the voltage across an inductance in series with the tuned circuit is
applied to the other input, as shown in Fig. 10.14.9(a).

The quasi-steady-state analysis then proceeds as follows. Let I represent the constant current at angu-
lar frequency w; then the voltage across the inductance is V; = joLI = wLIZ90°. Likewise, the voltage
across the parallel tuned circuit is Vp = |Zp|ILd>. The output from the multiplier is V,, = KV V), where K is
the multiplier constant. At the output of the multiplier the low-pass filter passes the average output voltage,
while removing the RF components. Now the average value of the output is

Vo avg = KIVL| [Vp] cos(90° — &) (10.14.2)

(This is similar to the average power equation VI cos 6, where 0O is the phase angle between voltage and
current.) Equation (10.14.2) can be rewritten as

Voave = K|V |[V,| sin ¢ (10.14.3)

Thus the average output voltage is proportional to the sin ¢, and for small values of phase angle, sin b = &.
As shown in Fig. 10.14.8(b), the phase angle varies almost linearly with frequency, and hence the average out-
put voltage varies in the same manner. Figure 10.14.9(b) shows the average output voltage computed as a func-
tion of the frequency change from resonance for the quadrature detector of Fig. 10.14.10 (see Problem 10.45).

Phase Locked Loop Demodulator

The block schematic for a phase locked loop (PLL) is shown in Fig. 10.14.11 The phase detector, which is
basically a balanced modulator, produces an average (or low-frequency) output voltage that is a linear func-
tion of the phase difference between the two input signals. The low frequency component is selected by the
low pass filter which also removes much of the noise. The filtered signal is amplified through amplifier A
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Figure 10.14.8 (a) Impedance magnitude and (b) phase angle for a parallel tuned circuit.
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Figure 10.14.9 (a) Circuit arrangement for a quadrature detector. (b) Average output voltage.

and passed as a control voltage to the VCO where it results in frequency modulation of the VCO frequency.
When the loop is in lock the VCO frequency follows or tracks the incoming frequency. For example, when
the instantaneous frequency increases, the control voltage will cause the VCO frequency to increase.

As stated in Eq. (10.2.1) the instantaneous frequency of an FM wave is fi(f) = f. + ke,,(t). For the
VCO, the instantaneous frequency can be written as f,,.,(f) = f, + kycoVe(t), Where f,, is the free-running fre-
quency, and k,, is the frequency deviation constant of the VCO. For the VCO frequency to track the instan-
taneous incoming frequency

Jvco = fi (10.14.4)

or f, + kyoVe(t) = f. + ke, (t). From this it is seen that

Vi) = Je=fo + kem(t) (10.14.5)
kUCO
The VCO can be tuned so that f, = f,. (see Section 6.6), and hence the control voltage is equal to a con-
stant times the modulating signal voltage. From Fig. 10.14.11, it is seen that V(¢) is also taken as the output
voltage, which therefore is the demodulated output.
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Figure 10.14.10 Block diagram of Signetics CA3089 FM IF system incorporating the quadrature detector. The System
is available in a single 16-lead dual-in-line package. Externally required components are shown outside the main block.
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Figure 10.14.11 Phase-locked loop FM demodulator.

10.15 Automatic Frequency Control

Automatic frequency control (AFC) is highly desirable in tunable FM receivers to prevent distortion arising
from oscillator frequency drift. The characteristic S curve for FM detectors (see Section 10.14) requires that
the quiescent operating point be at the zero origin, which is at the center of the S curve [see, for example,
Fig. 10.14.4(c)]. Any oscillator frequency drift in one direction or the other shifts the quiescent point away
from the center. The peak frequency deviation on the side to which the point shifts may therefore enter the
curved region at the extreme of the S-curve with resulting distortion in the output voltage.

The steady or average voltage output from a discriminator is zero if the IF is centered on the zero ori-
gin of the frequency input, even when frequency modulation is present. An offset in the IF, such as caused
by a drift in oscillator frequency, results in a dc voltage offset. This can be used to bias a varactor diode form-
ing part of the oscillator tuning in such a way as to reduce the frequency shift. The automatic frequency
control obtained in this way is a further illustration of the VCO principles discussed in Section 6.6.
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10.16 Amplitude Limiters

Amplitude limiters are amplifier circuits that are used to eliminate amplitude modulation and amplitude-
modulated noise from received FM signals before detection. This step is necessary because most of the
discriminator circuits respond in some degree to amplitude variations in the FM signal, introducing an
unwanted source of noise.

The limiter works in such a manner that limiting begins when the input signal becomes larger than that
required to drive the amplifier from cutoff to saturation (that is, across its active range). Figure 10.16.1(a)
shows such an amplifier. It uses a bipolar transistor and double-tuned IF transformers, with the output trans-
former supplying the detector circuit. Resistors R, Ry, and Rg provide dc bias under zero signal conditions
to maintain the transistor in the active region. Ry, acts to reduce the effective supply voltage and limit the
saturation value of the collector current to a low value so that saturation will occur at a low-input-signal level.

(2) Double stage

(1) Single stage

i
Threshold

(b)

Figure 10.16.1 Amplitude limited circuit: (a) schematic; (b) limited response showing the expanded range of a double-
stage limiter.
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For very low signal levels, the circuit acts as a normal class A amplifier. For larger signals, which drive
the transistor into cutoff, the base-leak circuit formed by C, and R, charges up, driving the operating point
toward cutoff. At the same time, the positive peaks drive the base current beyond the saturation point, and
the collector-current waveform has both the positive and negative peaks clipped off to produce an approxi-
mately rectangular waveform. The fundamental of this rectangular current waveform drives the tuned circuit
of the output transformer in the “flywheel” manner typical of the class C amplifier. The point at which the
signal-input range exceeds the active range of the transistor forms the threshold of the limiter, beyond which
limiting action takes place. Further increase of input signal does not significantly increase the collector-
current magnitude, and its fundamental component remains almost constant. If a very large increase in input
occurs, such as by a large noise pulse, the bias circuit will drive even further into cutoff, and the conduction
angle of the amplifier will decrease. The limiter is then said to have been “captured” by the noise and will
not be released until the bias capacitor discharges. This effect puts an upper limit on the limiting range, and
it means that if large noise pulses are received, they could cause the limiter to respond and reduce the desired
input signal. The shape of the limiter response is indicated in Fig. 10.16.1(b).

If the receiver is to respond to a very large range of input signals and noise signals, it may be neces-
sary to increase the range of the limiter. This may be accomplished in two ways. First, for large-signal con-
ditions, AGC may be provided so that the limiter is not driven beyond its limiting range. Second, a second
stage of limiting may be provided. Two-stage limiting is much more effective and provides very good pro-
tection against large-amplitude noise pulses. Since there is more gain in the limiter circuits, the threshold at
which limiting occurs is lower, and less preamplifier gain is required.

It was stated that most types of FM detectors require amplitude limiting in order to function properly.
The ratio detector (see Section 10.14) is an exception to this, because it has a degree of inherent limiting built
into it. In critical applications it is still necessary to provide additional limiting, but the ratio detector
performs well enough otherwise.

10.17 Noise in FM Systems

Noise in an FM receiver can be referred to the input as shown in Fig. 10.17.1(a). With FM receivers the lim-
iter stages described in Section 10.16 help to reduce impulse-type noise, so FM has this advantage over AM.

Another advantage arises from the nature of the noise modulation process. The noise at the receiver
input cannot directly frequency modulate the incoming carrier since its frequency is fixed at a distant trans-
mitter, which may in fact be crystal controlled. The noise phase modulates the carrier at the receiver and, as
will be shown, this leads to a reduction in output compared to the AM situation.

An important advantage with FM reception is that an improvement in signal-to-noise ratio can be
achieved by increasing the frequency deviation. This requires an increased bandwidth, but at least the option
is there for an exchange of bandwidth for signal-to-noise ratio. This aspect of FM reception will be explained
in detail in this section.

Figure 10.17.1(b) shows the signal and noise voltages at the FM detector. The noise, having passed
through a band-pass filter, can be represented by narrow-band noise as described in Section 4.20. This will be
analyzed shortly. At this point it need only be noted that the power spectral density as given by Eq. (4.20.1)
is kT, and hence the available noise power at the detector input for a bandwidth W is P,,rgr = kT;W. The rms
signal voltage is E. = E. max/ V2, and therefore the signal power at the detector input is Pg = EC2 max/(8Ry).
The reference signal-to-noise ratio, (introduced in Eq. [8.14.13]), is for the FM case

(N er ™ o
N/Rer  PuREF
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Figure 10.17.1 (a) Block schematic for an FM receiver, (b) Signal and noise at the detector.

E2
_ _Bemax (10.17.1)
8RGkT,W

Here again it is emphasized that, although the reference signal-to-noise ratio is determined at the input side
of the detector, the bandwidth W is that determined by the LPF at the output side.

Consider now the signal output from the band-pass filter in the absence of noise, when a sinusoidally
modulated carrier is received. The instantaneous frequency is

fi = fir + Af cos w,,t (10.17.2)
The FM detector converts this to a signal output given by
v, (1) = CA cos w,,t (10.17.3)

where C, a constant, is the frequency-to-voltage coefficient of the detector. The rms voltage output is E,;, =
CAf/ V2, and hence the available power output is

2
_ (cap” (10.17.4).
8Rout

NY

The next part of the analysis requires finding the noise at the output of the detector. The noise voltage
output from a band-pass system is given by Eq. (4.20.3), which is rewritten here as

nip(t) = ny(t) cos wypt — I’ZQ(Z‘) sin wypt (10.17.5)
The incoming carrier in this case is frequency modulated and can be written as
e(t) = E. max cos(wypt + by, (1)) (10.17.6)

where &,,(¢) is the equivalent phase modulation produced by the signal (see Section 10.9). An analysis of the
detector output when noise and modulating signal are present simultaneously is very complicated, but fortu-
nately the additional noise terms in the output, resulting from the interaction of ¢,,(#) and the noise modu-
lation, lie outside the baseband. As a result, the noise analysis can be made assuming that an unmodulated
carrier is received. In this case, the input to the detector is

edet(t) = ec(t) + np(t)
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= (E¢ max T n1(2)) cos wypt — np(t) sin wypt (10.17.7)

This should be compared with Eq. (8.14.3) for the AM case. As with the AM case, the waveform can be
expressed in an equivalent form: eqe(f) = R(f) cos (wyrt + Yi(¢)); but in this situation it is the phase angle
(1), rather than the envelope R(f), that is of interest. A trigonometric analysis of the equation gives

$(t) = tan~ ' — 2O (10.17.8)
E: max + (1)
Also, as in the AM case, the analysis will be limited to the situation where the carrier amplitude is

much greater than the noise voltage for most of the time. Under these circumstances the noise phase angle
becomes

| (M)

P(1) = tan

EC max

_ 1o (10.17.9)

EC max

The total carrier angle is 0(f) = w;rt + Y(?), and from Eq. (10.9.2) the equivalent frequency modula-
tion is

1 db(n)
ﬁ'eq(t) fIF o dt
rig()
_ (10.17.10)
fir * 27E, max

where the dot notation is used for the differential coefficient. The noise voltage output is therefore
ity = 2 (10.17.11)
2mE ¢ max

To find the noise power output, it is best to work in the frequency domain. A result of Fourier analysis
shows that, if a voltage waveform v(¢) has a power spectral density G(f), then the power spectral density foru(r)
S G( /). Equation (4.20.4) gives the spectral density for rig(f) as 2kT, and hence the spectral density for 71p(7)
is ZkT Combining this with Eq. (10.17.11) and simplifying gives, for the power spectral density of v,(?),

M (10.17.12)

L max

Gy(f) =

From the definition of power spectral density (see Section 2.17), the noise power output is

w
Pro = J G(fdf
0

3 2
_ W C2KT (10.17.13)
2
3Ecmax

Combining this with Eq. (10.17.4) and simplifying gives, for the output signal-to-noise ratio,
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3B (10.17.14)
16R o kT, W

The signal-to-noise figure of merit introduced in Section 8.14 is, for FM,

_ (SN,

~ (S/N)Rgr

Af\2 R,
1.5 - (f) >
W Rout

FM

2 Ry (10.17.15)

Il
—_
n

gl
=

Here By is the modulation index calculated for the highest baseband frequency W. Note that this is not the
same in general as the modulation index for the signal, which is B = Afif,,.

The information on FM signal-to-noise ratio is often presented in another way, using the carrier-to-noise
ratio as the input parameter at the detector. The carrier-to-noise ratio is similar to the (S/N)Rgr ratio except
that the total IF bandwidth is used rather than W. Denoting the carrier-to-noise ratio by (C/N), Eq. (10.17.1)
is modified to

2
C) - Femax (10.17.16)
N 8RskT B
Also, applying Carson’s rule, Bjp = 2(Bw + 1)W gives
2
C E
() = c T (10.17.17)
N 16RkT,(Byw + 1YW

The ratio of output signal-to-noise ratio to carrier-to-noise ratio is known as the receiver (or detector)
processing gain and is

_ (SN,
~ (C/N)

Rpg

R
= 3Biy(Bw + D (10.17.18)
out

It is important to keep in mind that this result applies only when the carrier is much larger than the
noise, and the derivation is for a sinusoidally modulated wave. When the carrier level is reduced below what
is termed the threshold level, it is found that the output signal-to-noise ratio worsens very rapidly. The rea-
son for this is that the noise phase modulation introduces random jumps of 21 radians, which result in out-
put noise spikes. This can be illustrated by means of the phasor diagram shown in Fig. 10.17.2.

Figure 10.17.2(a) shows E_ nax = A,(f), where the phase modulation {s(#) of the resultant phasor does
not show excessive variation even when the noise phase angle 6(¢) varies through 360°. When, however,
E. max < A,(2), the resultant phasor may rotate around the origin as shown in Fig. 10.17.2(b), introducing an
additional 27 radians phase change in {s(f). Figure 10.17.2(c) shows the phase change {s and the derivative
dli/dd both as functions of ¢ for E. ,x = 10 A, and Figure 10.17.2(d) shows the same functions for E, ux =
0.9 A, where the spike in the derivative is evident. In reality, A and ¢ are random functions of time, and it is
only when these combine to rotate the resultant phasor around the origin that a noise spike occurs. The like-
lihood of this happening increases as the carrier gets smaller relative to the noise. (For the functional rela-
tionships between s and ¢, see Problems 10.54 and 10.55.)
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Figure 10.17.2 Phasor diagram for (a) E; ynax = A,(7) and (b) E, nax < Au(#). Phase change and its derivative for
(©) Ec max = 10 A and (d) E; max = 9 A.

The threshold level is formally defined as the C/N ratio at which the output S/N ratio is 1 dB below
the value predicted by Eq. (10.17.18). It is found to be relatively insensitive to the modulation index and
occurs at C/N = 10 dB. Thus for satisfactory reception the carrier-to-noise ratio should be above this value.
Equation (10.17.18) in decibels is, for Ry = Ry,

S C
() dB = ()dB + (Rpg)dB (10.17.19)
N/, N

Power ratios are used for the decibel calculations. Figure 10.17.3 shows a plot of output S/N as a func-
tion of C/N in decibels for Byw = 5. The threshold margin is the difference between the threshold level and
the actual operating point, as shown in Fig. 10.17.3.

10.18 Pre-emphasis and De-emphasis
Equation (10.17.12) shows the quadratic dependence of the noise power spectral density as a function of

frequency. This can be expressed as a decibel equation by taking a suitable reference, which will be chosen
as the spectral density at f = 1 Hz.

Gu(f) _( f )2
G,(1Hz) \1Hz
or
101og( /) )zzolog( )
G,(1Hz) | Hz
or

[G,(f)] dB = 20 log f (10.18.1)
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Figure 10.17.3 Output S/N versus input C/N for Bw = 5.

The noise spectral density is seen to increase at the rate of 6 dB per octave. The low noise levels at low
frequencies show why the signal-to-average noise power for FM is inherently better than AM, for which the
noise spectral density is constant. However, a disadvantage arises in that, for speech, the clarity of speech (or
what is termed the articulation efficiency) depends on the high-frequency content of the speech waveform,
and the rising noise characteristic of FM tends to mask this.

The situation can be improved by including a de-emphasis network following the FM detector, which
attenuates the noise at the rate of 6 dB per octave. Since the network will also attenuate the modulating signal
spectrum in a similar fashion, it is necessary to include a compensating network at the transmitter that pre-
emphasizes the modulating spectrum by 6 dB per octave, and naturally this is known as a pre-emphasis network.
For broadcast applications it is essential that manufacturers work to a common pre-emphasis/de-emphasis set
of characteristics. Figure 10.18.1 shows typical pre-emphasis and de-emphasis networks, along with their rela-
tive responses. The values used in calculating the response curves are given in Problems 10.60 and 10.62.

10.19 FM Broadcast Receivers

FM commercial broadcasting in North America takes place in the VHF band between 88 and 108 MHz.
Within this band, allotted frequencies are spaced 200 kHz apart and are allowed a maximum frequency devi-
ation of =75 kHz around the carrier frequency. Propagation at VHF is restricted to line of sight, and cover-
age is usually only for a radius of about 50 miles around the transmitter location. The programs broadcast
on these channels in the past have been mostly music, and the basic modulating frequency bandwidth is
15 kHz, as opposed to the 5 kHz used on AM stations.
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Figure 10.18.1 (a) Standard pre-emphasis network having a lower corner frequency of 2.12 kHz and (b) a typical
de-emphasis network. (c) Pre-emphasis and de-emphasis curves and the combined response. (d) Noise before and after
de-emphasis. All curves are referenced to their 1-Hz values.

Figure 10.19.1(a) shows the block schematic of a typical FM broadcast receiver of the monaural or
single-channel variety. It is a superheterodyne circuit, with a tuned RF amplifier so that maximum signal
sensitivity is typically between 10,V. The RF-stage-tuned circuits and the local oscillator are tuned by a
three-ganged variable capacitor controlled from a panel knob. The oscillator frequency can be varied from
98.7 to 118.7 MHz, yielding an intermediate frequency (IF) of 10.7 MHz.

The IF amplifier section is comprised of several high-gain stages, of which one or more are amplitude
limiters. The schematic shown here has one high-gain nonlimiting input stage, followed by one amplitude-lim-
iting stage. All stages are tuned to give the desired band-pass characteristic, which is shown in Fig. 10.19.1(b).
This is centered on 10.7 MHz and has a 180-kHz bandwidth to pass the desired signal. Amplitude limiting is
usually arranged to have an onset threshold of about 1 mV at the limiting-stage input, corresponding to the qui-
eting level of input signal, which may be set at 10V or lower.

The FM detector may be any one of several types of FM detectors described in Section 10.14, perhaps
incorporating automatic frequency control as described in Section 10.15.

AGC is not usually supplied in less expensive FM receivers. These receivers have sufficient amplifier
gain so that the last stage operates in saturation for most signals to obtain the necessary amplitude limiting
for good detection. AGC may be provided to control the RF and early IF stages so that saturation of the non-
limiting IF stages does not occur on strong signals.

Figure 10.19.1 shows the block diagram of an FM receiver that uses AGC. In this case, a sample of the
IF signal is extracted just before the input to the limiting IF amplifier. This sample is applied to a special
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Figure 10.19.1 (a) Block diagram of a typical FM monaural broadcast receiver, (b) IF amplifier band-pass character-
istics, (c) De-emphasis network and transfer function.

detector used only to obtain the AGC signal and is a peak amplitude detector similar to that in Fig. 7.9.1. The
derived AGC signal is applied to control the RF preamplifier and the first IF amplifier. Its time constant is
similar to that used in AM receivers.
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10.20 FM Stereo Receivers

All new FM broadcast receivers are being built with provision for receiving stereo, or two-channel broadcasts.
The left (L) and right (R) channel signals from the program material are combined to form two different
signals, one of which is the left-plus-right signal and one of which is the left-minus-right signal. The (L — R)
signal is double-sideband suppressed carrier (DSBSC) modulated about a carrier frequency of 38 kHz, with
the LSB in the 23- to 38-kHz slot and the USB in the 38- to 53-kHz slot. The (L + R) signal is placed directly
in the 0- to 15-kHz slot, and a pilot carrier at 19 kHz is added to synchronize the demodulator at the receiver.

The composite signal spectrum is shown in Fig. 10.20.1(b).

Electronic Communications
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Figure 10.20.1 (a) Block diagram of an FM signal stereo channel decoder system; (b) spectrum of the composite audio
signal from the FM detector; (c) spectrum of the demodulated left minus right (L — R) signal after removal of higher

frequencies.
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Figure 10.20.1(a) shows the block schematic of a stereo channel decoder circuit. The output from the
FM detector is a composite audio signal containing the frequency-multiplexed (L + R) and (L. — R) signals
and the 19-kHz pilot tone. This composite signal is applied directly to the input of the decode matrix.

The composite audio signal is also applied to one input of a phase-error detector circuit, which is part
of a phase locked loop 38-kHz oscillator. The output drives the 38-kHz voltage-controlled oscillator, whose
output provides the synchronous carrier for the demodulator. The oscillator output is also frequency divided
by 2 (in a counter circuit) and applied to the other input of the phase comparator to close the phase locked
loop. The phase-error signal is also passed to a Schmitt trigger circuit, which drives an indicator lamp on the
panel that lights when the error signal goes to zero, indicating the presence of a synchronizing input signal
(the 19-kHz pilot tone).

The outputs from the 38-kHz oscillator and the filtered composite audio signals are applied to the bal-
anced demodulator, whose output is the (L — R) channel. The (L + R) and (L. — R) signals are passed
through a matrix circuit that separates the L. and R signals from each other. These are passed through de-
emphasis networks and low-pass filters to remove unwanted high-frequency components and are then passed
to the two channel audio amplifiers and speakers. On reception of a monaural signal, the pilot-tone indica-
tor circuit goes off, indicating the absence of pilot tone, and closes the switch to disable the (L — R) input
to the matrix. The (L + R) signal is passed through the matrix to both outputs. An ordinary monaural receiver
tuned to a stereo signal would produce only the (L. + R) signal, since all frequencies above 15 kHz are
removed by filtering, and no demodulator circuitry is present. Thus the stereo signal is compatible with the
monaural receivers.

Much of the circuitry for FM receivers is now available in integrated circuit form . One of the first
pieces of circuitry to be produced in ICs was the stereo decoder. Figure 10.20.2 shows a typical IC decoder
chip, the RCA CA3090AQ. This chip contains all the circuits necessary to accomplish the functions of
Fig. 10.20.1(a) and comes with the chip mounted in a 14-pin DIP. Only a few external componenets are
needed to make the circuit work . These include bias resistors and de-emphasis capacitors on the output ,
reactive components (L and C) for the VCO, and some bypass capacitors and bias resistors. The rest is built
into the chip.

PROBLEMS

10.1. A carrier wave has an unmodulated frequency of 3 MHz. Sketch the instantaneous frequency—time curve
when it is frequency modulated by a 1000-Hz sawtooth waveform, which varies 10 V peak-to-peak
about a zero dc value. The frequency deviation constant is 5 kHz per volt.

10.2. Sketch the modulation component of the angle 6(r) as a function of time for the waveform in
Problem 10.1.

10.3. A carrier is frequency modulated by a ramp voltage that starts at zero and rises linearly to 7 V in 3 ms,
when it abruptly returns to zero. Given that the frequency deviation constant is 5 kHz per volt and
the unmodulated carrier frequency is 100 kHz, plot the modulated angle 6() over a time base of 5 ms,
starting 1 ms before modulation is applied.

10.4. A carrier is frequency modulated by a sinusoidal signal of 15 V peak and frequency of 3 kHz, the fre-
quency deviation constant being 1 kHz/V. Calculate (a) the peak frequency deviation and (b) the
modulating index.

10.5. A carrier of amplitude 5 V and frequency 90 MHz is frequency modulated by a sinusoidal voltage of
amplitude 5 V and frequency of 15 kHz. The frequency deviation constant is 1 kHz/V. Sketch the
spectrum of the modulated wave.
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10.6.

10.7.

10.8.

10.9.

10.10.

10.11.
10.12.

10.13.

10.14.

10.15.

10.16.

10.17.

10.18.

10.19.

10.20.

A sinusoidal carrier has an amplitude of 5 V and frequency of 25 kHz. It is frequency modulated by
a sinusoidal voltage of amplitude 5 V and frequency of 1000 Hz. The frequency deviation constant
is 2.5 kHz/V. Plot accurately to scale the modulated waveform, showing two complete cycles of the
modulating wave, and determine the modulation index.

Draw accurately to scale the frequency spectrum for the modulated wave of Problem 10.6, stating
clearly the amplitude level beyond which side frequencies are ignored.

An FM carrier is limited to a maximum deviation of 75 kHz. Compare the bandwidths when the mod-
ulating signal is sinusoidal of frequency (a) 100 Hz, (b) 1 kHz, and (c) 10 kHz, the carrier reaching
maximum deviation in each case. State how you determine the bandwidth limits.

Explain why it is that in some circumstances the bandwidth required for a sinusoidally frequency
modulated carrier is greater than twice the modulating frequency. Determine the bandwidth occupied
by a sinusoidally frequency modulated carrier for which the modulating index is 2.4 and f;,, = 3 kHz,
stating what limits are used to deter mine bandwidth.

Using the results of Table 10.4.1 and Eq. (10.5.4), verify that the power remains constant for an FM
wave for modulation indexes (a) 0.25, (b) 2.4, (¢) 5.5, and (d) 7.

State clearly the difference between modulation index and deviation ratio.

Sate Carson’s rule. A 1-kHz square wave is used to frequency modulate a carrier, producing a peak
deviation of 75 kHz. Assuming that the square-wave harmonics up to and including the eleventh need
to be taken into account, calculate the deviation ratio and, using Carson’s rule, the bandwidth.

Given that the peak deviation is 75 kHz, determine, using Carson’s rule, the bandwidths required for
sinusoidal FM indexes of (a) 0.25, (b) 2.4, (c) 5.5, and (d) 7. Compare the results with those obtained
using Table 10.4.1.

Explain what is meant by phase modulation. The phase deviation constant in a phase modulation sys-
tem is 0.01 rad/V. Calculate the peak phase deviation when a sinusoidal modulating signal of 10 V
peak is applied. Does the peak phase deviation depend on the modulating frequency?

A sinusoidal carrier has an amplitude of 10 V and frequency of 20 kHz. It is phase modulated by a
ramp voltage, which, starting from an arbitrary zero time reference, is zero for the first five RF cycles
of carrier and then rises abruptly to 3 V. The phase deviation constant is 0.5 rad/V. On the same set
of axes, plot accurately to scale the modulating and the modulated voltage waveforms, showing 10
complete cycles of the modulated carrier wave.

A ramp voltage is used to phase modulate a 20-MHz carrier. The ramp rises linearly from zero to 5V
in 250 ws, when it abruptly returns to zero. Calculate the instantaneous frequency over the modulat-
ing period. The phase deviation constant is  rad/V.

A sinusoidal signal of 10 V peak is used to phase modulate a carrier, the phase deviation constant
being 0.7 rad/V. Determine (a) the peak phase deviation, and (b) the equivalent peak frequency devi-
ation for a modulating frequency of 12 kHz. Repeat the calculations for the modulating frequency
increased to 15 kHz, all other factors remain ing unchanged.

A 3000-Hz sinusoidal signal of 5V peak is used to phase modulate a carrier, the phase deviation con-
stant being 1 rad/V. Determine the practical bandwidth required for the modulated signal.

A binary sequence 101101 is used to phase modulate a carrier, the bit period being equal to 2.5 times
the carrier period. Given that the modulated carrier amplitude is 1 V peak, draw accurately to scale
the modulated waveform showing the full modulating sequence.

A linear graded pn junction diode has a zero bias capacitance of 20 pF and a built-in potential of

0.5 V. Plot the variation of capacitance as a function of reverse-bias voltage for the range from
Oto—10V.
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An abrupt pn junction diode has a zero bias capacitance of 20 pF and a built-in potential of 0.5 V.
Plot the variation of capacitance as a function of reverse-bias voltage for the range from 0 to —10 V.
For the varactor diode in the modulator circuit of Fig. 10.12.1, C, = 20 pF, ¢ = 0.5V, and a = 0.5.
The diode is operated around a fixed bias of —7 V. The series capacitance of the oscillator tuned cir-
cuit, excluding the varactor diode, is Cg,, = 17.65 pF. With the diode in circuit, but unmodulated, the
oscillator frequency is 2.5 MHz. Plot the transfer characteristic and find the linear correlation coeffi-
cient for a modulation voltage which varies between =1 V about the fixed bias. Find also the fre-
quency deviation constant.

For the varactor diode modulator circuit of Fig. 10.12.1, C{ = C;3 = 250 pF, C3 = 25 pF, and L =
750 wH. For the varactor diode, C, = 15 pF, ¢ = 0.5V, and a = 0.5. The diode is operated around a
fixed bias of —7 V. Plot the transfer characteristic and find the linear cor relation coefficient. Find also
the frequency deviation constant. Assume the modulation voltage varies between =1 V about the fixed
bias.

Plot the d/v,, curve for the phase modulator of Fig. 10.12.4 for which Q = 30 and Cj,, = 20 pF. For
the varactor diode, C, = 20 pFatV = —15V, ¢ = 0.5V, and a = 0.5. Determine the linear corre-
lation coefficient and phase shift constant.

For the phase modulator circuit of Fig. 10.12.4, the fixed series capacitance is 25 pF and the induc-
tance is 900 wH. For the varactor diode C, = 20 pF, a = 0.5, and ¢y = 0.5 V. The diode is operated
around a fixed bias of —15 V. The circuit Q-factor is 30. Plot the change in phase angle as a function
of modulating voltage over the range =1 V about the fixed bias.

Using Mathcad or otherwise, determine the phase shift coefficient and the linear correlation coeffi-
cient for the modulator of Problem 10.25.

Values for a JFET varactor modulator are Ry = 100 k(2 and C; = 5 pF. For the JFET, V,, = =15V, Ipgs
= 15 mA, and the fixed bias is Vg = —1V. The oscillator inductance is L = 1 mH, and with the mod-
ulator connected but no modulation applied, the frequency is 4 MHz. The modulating voltage varies
continuously between =1 V. Assuming that ot = 10 meets the requirement that T > 1, determine the
minimum frequency at which the circuit should be used. Verify that the condition g,, |Z,| > 1 is met.
Plot the transfer function and determine the linear correlation coefficient and the frequency deviation
constant.

On a common set of axes, plot the imaginary part Im(Y) of Eq. (10.12.12) over the frequency range
from 3 to 5 MHz in steps of 0.1 MHz. Plot separate curves for g, values 1, 2, 3, 4, and 5 mS, with
Ry = 1.5k and C| = 7.5 pF in each case. Do these curves confirm that the admittance presents a
capacitive susceptance? On a second common set of axes, plot Im(Y)/w over the same frequency
range and determine the slope of each curve. What conclusions can be drawn from these curves?

From the data given in Problem 10.28, and using a frequency of 4 MHz and the g,, values given, cal-
culate the equivalent capacitance (a) as determined from the susceptance part of Eq. (10.12.12) and
(b) from the approximation, Eq. (10.12.15). Compare the two sets of values and comment.

Given that Ry = 5 k() and C; = 25 pF, and assuming that wT has to be no greater than 0.1, determine
a suitable maximum frequency for which the circuit of Fig. 10.12.6 acts as a capacitance. Plot the
equivalent capacitance as a function for gm over the range from 2.5 to 5 mS, using steps of 0.25 mS.
Show that the approximation for Cgq given in Table 10.12.1 is adequate for practical purposes.

Given that Ry = 50 kQ and L, = 300 pH, and assuming that ot has to be no greater than 0.1, deter-
mine a suitable maximum frequency for which the circuit of Fig. 10.12.6 acts as a capacitance. Using
the results of Table 10.12.1 and eq. (10.12.12), plot and compare the equivalent capacitance as a func-
tion for g,, over the range from 2.5 to 5 mS in steps of 0.25 mS. Verify that g,,|Z,| > 1 for all values
of g,, at the maximum usable frequency.
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Given that L; = 2 mH and Ry = 5 k(), determine a suitable minimum frequency for which the cir-
cuit of Fig. 10.12.6 acts as an inductance that is a function of g,,. Plot the equivalent inductance as a
function for g,, over the range from 2.5 to 5 mS in steps of 0.25 mS. Verify that g,,[Z,| > 1.

Given that R; = 25 k) and C, = 20 pF, determine a suitable minimum frequency for which the
circuit of Fig. 10.12.6 acts as an inductance that is a function of g,,. Plot the equivalent inductance
as a function for g,, over the range from 2.5 to 5 mS using steps of 0.25 mS. Verify that g,,|Z5| > 1.
Using Eq. (10.12.10), plot the phase angle of a parallel tuned circuit as a function of tuning capaci-
tance for a range of =10% about the value required for resonance. The circuit is resonant at a capac-
itance value of 45 pF. The circuit Q-factor is 30.

The oscillator of Fig. 10.12.8 generates a frequency of 4 MHz, and for the phase modulator, C = 200
pF. The JFET parameters are Vp = — 15V, and Ipgg = 15mA. The fixed bias is Vg = —1V, and the
modulating voltage varies by up to =1 V about this. Plot the change in phase angle as a function of
modulating voltage, and determine the phase deviation constant and the linear correlation coefficient.

A 100-kHz carrier is frequency modulated to produce a peak deviation of 800 Hz. This FM signal is
passed through a 3 by 3 by 4 frequency multiplier chain, the output of which is mixed with an oscil-
lator signal and the difference frequency taken as the new output. Determine the frequency of the
oscillator required to produce a 100-kHz FM output and the peak deviation of the output.

A 3-V, 1-MHz carrier is phase modulated, and over one cycle of the carrier, the modulating voltage may
be assumed constant at 1 V. On a common set of axes, plot and compare one cycle of the modulated
waveform derived using Eqs. (10.13.1) and 10.13.3) for a phase modulation constant K = 0.5 rad/V.
Repeat for K = 0.5 rad/V.

An Armstrong FM modulator uses a primary oscillator of 1 MHz, and the maximum phase deviation
for good linearity is limited to 10° with sinusoidal modulation. What is the corresponding peak fre-
quency deviation at a modulating frequency of 100 Hz? If the transmitted signal is to have a maxi-
mum peak frequency deviation of 30 kHz at a carrier frequency of 120 MHz, specify the frequency
multiplication factor needed, and suggest a chain of doublers and triplers to accomplish this. For the
chain you suggest, specify the local oscillator frequency needed for the final frequency conversion.
The minimum modulating frequency is 100 Hz.

Explain the method by which two-channel stereo signals are transmitted by an FM broadcast trans-
mitter. Suggest a way in which four-channel stereo might be broadcast.

A synchronously tuned transformer has identical primary and secondary circuits for which Q = 70
and C = 200 pF. The circuits are separately resonant at 1 MHz and are critical coupled. Plot the
amplitude and phase of the voltage transfer function (VTF) as functions of the percentage change in
frequency for a range of *1% about the resonant frequency.

The circuit of Problem 10.40 is used in a Foster-Seeley discriminator. Plot the diode voltages and the
output voltage as functions of the percentage change in frequency for a range of *=1% about the res-
onant frequency.

A synchronously tuned transformer has identical primary and secondary circuits for which Q = 68
and C = 200 pF. The circuits are separately resonant at 1 MHz, and the coupling factor is kQ = 0.9.
The transformer provides the input to a ratio detector. Plot the diode voltages and the output voltage
as functions of the percentage change in frequency for a range of = 1% about the resonant frequency.
The tuned circuit in a quadrature detector has a capacitance of 150pF and a Q-factor of 25. Plot the
magnitude and phase angle of the impedance as a function of percentage change in frequency for a
*1% frequency range about the IF, which is 10.7 MHz.

What are the dimensions for the constant K in Eq. (10.14.2)? Show that the output voltage is given
by V, = KIZ\ZP\ 7| sin ¢, where [ is the current shown in Fig. 10.14.9(a).



334

10.45.

10.46.

10.47.

10.48.

10.49.

10.50.

10.51.

10.52.

10.53.

10.54.

Electronic Communications

The quadrature detector of Fig. 10.14.10 uses an inductance of L, = 27 wK. For the tuned circuit,
C = 100 pF and Q = 20. The IF is 10.7 MHz. For calculation purposes, assume the multiplier con-
stant K= 1V~ "and 7 = 1 mA. Plot the variation in output voltage as a function of percentage change
in frequency for a =1% frequency range about the IF.

A phase-locked-loop (PLL) FM detector is tuned to demodulate an FM carrier at 500 kHz. The car-
rier is modulated by a 3-V, 800-Hz sine wave. The frequency deviation constant of the VCO is
150 Hz/V, and for the incoming signal the frequency deviation constant is 120 Hz/V. Plot the output
voltage over one cycle of the modulating waveform.

For the phase-locked-loop FM detector of Problem 10.46, the free-running frequency is offset by
100 Hz from the unmodulated incoming carrier frequency. Plot the output voltage over one cycle of
themodulating waveform in this case.

A synchronously tuned transformer has identical primary and secondary circuits for which Q = 65
and C = 200 pF. The circuits are separately resonant at | MHz and the coupling is kQ = 0.7. Assuming
VI = 1 volt determine the detected output voltage when an unmodulated carrier at IMHz is present.
What should the ouptut ideally be? The transformer is used in a Foster—Seeley discriminator. Plot the
diode voltages and the output voltage as functions of the percentage change in frequency for a range of
* 1% about the resonant frequency.

Explain why automatic frequency control (AFC) is desirable in FM receivers. The mixer oscillator in
an FM receiver drifts from its correct value such that it produces a —13-kHz error in the IF, which is
at 10.7 MHz. A synchronously tuned transformer forms the input to a Foster—Seeley detector in the
receiver. The transformer utilizes identical primary and secondary circuits, each having a Q-factor of
70 and tuning capacitance of 100 pF. Each circuit is resonant separately at 10.7 MHz, and the
coupling is kQ = 0.65. Assuming the primary voltage V1 = 1 V for computations, determine the dc
offset relative to the detector output at 10.7 MHz.

Explain the function of amplitude limiters in FM receivers and the advantage to be obtained in using
these. Would such limiters be effective in reducing impulse noise introduced as phase modulation in
the receiver?

A received carrier has a peak voltage of 1 wV and the antenna (source) resistance is 50 2. Calculate the
available received power. The equivalent noise temperature of the receiver is 290 K. Calculate the avail-
able noise power spectral density. Calculate the available signal-to-noise power ratio in decibels for a
noise bandwidth of 5 kHz and compare with the reference signal-to-noise ratio given by Eq. (10.17.1).
The equivalent noise temperature of an FM receiving system is 450 K. The antenna resistance is
50 Q. The received signal has an unmodulated peak voltage of 5 V, and when modulated by a sine
wave, the peak deviation is 150 kHz. The baseband bandwidth is 15 kHz. Calculate (a) the output
signal-to-noise ratio of the system in decibels, and (b) the receiver figure of merit, also in decibels.
Assume Royt = 50 ().

The equivalent noise temperature of an FM receiving system is 350K and the IF bandwidth is
200 kHz. The antenna resistance is 50 (). Calculate the received carrier-to-noise ratio in decibels
when the received signal has an unmodulated peak voltage of 5 wV. When modulated by a sine wave,
the peak deviation of the received signal is 150 kHz. The baseband bandwidth is 15 kHz. Calculate
the ratio of SNR/CNR in decibels, where SNR is the output signal-to-noise ratio and CNR is the
carrier-to-noise ratio. Assume Royt = 50 ().

Referring to Fig. 10.17.1(a), show that the noise phase modulation s as a function of the noise angle
& is given by

{ sind

() = tan x + cos &

where x = E, ax/Ap



Angle Modulation 335

10.55.

10.56.

10.57.

10.58.

10.59.

10.60.

10.61.

10.62.

10.63.
10.64.
10.65.
10.66.

10.67.

10.68.

Using the result of Problem 10.54, on a common set of axes plot yi(¢b) and dii(b)/dd as functions of
¢ for x = 10 for the range 0 = ¢ =360°. Repeat for x = 0.9. Comment on the results. (Mathcad or
a similar package should be used to obtain the plots.)

Explain what is meant by the FM threshold. An FM receiver has an audio bandwidth of 20 kHz. It
receives an FM signal that is modulated by a 10-kHz sine wave, the peak deviation being 200 kHz.
The carrier-to-noise ratio is 23 dB. Does the output signal-to-noise ratio depend on the modulating
frequency? Calculate the output signal-to-noise ratio in decibels.

Given that the threshold carrier-to-noise ratio for an FM system is 10 dB, calculate the threshold margin
required to ensure an output signal-to-noise ratio of 56 dB when receiving a sinusoidally modulated
signal for which the peak deviation is 120 kHz. The baseband bandwidth of the receiver is 15 kHz.

Explain what is meant by the processing gain of an FM detector. The postdetection bandwidth of an
FM receiver is 4 kHz (which may also be assumed to equal the highest modulating frequency), and
the pre-detector (IF) bandwidth is 30 kHz. Determine (a) the detector processing gain in dB. (b) The
receiver works with a 7-dB margin above the threshold of 10 dB. Determine the output signal-to-
noise ratio in decibels.

Explain why de-emphasis is used in FM reception. What is the function of pre-emphasis in an FM
transmitter?

For the pre-emphasis and de-emphasis networks shown in Fig. 10.18.1, the R;, C; time constant is
75 ws, and the resistor values are R; = 10 k), R, = 5 k(). Determine the lower corner frequency.
On a common set of axes, plot the pre- and de-emphasis characteristics (in decibels) for the frequency
range from 0.1 to 100 kHz (on a logarithmic scale). On the same set of axes, plot the combined
response curve.

Show that the relative response for the de-emphasis network of Fig. 10.18.1(b), referred to the
response at 1 Hz, is given by (1 + j2@7)/ (1 + j2wf7), where 7 is the time constant of the network.
Plot the relative response in decibels for the frequency range from 0.1 to 10 kHz (on a logarithmic
scale) for T = 75 ps.

An FM receiver uses the de-emphasis network of Fig. 10.18.1(b) with T = 75 ws. Plot the relative
noise spectral density in decibels at the output, without and with the de-emphasis network in place,
for the frequency range from 0.1 to 10 kHz (on a logarithmic scale).

Explore the MATLAB functions besselj and bessely.
Generate FM and PM waveforms using simple MATLAB programs.
Generate FM and PM using the MATLAB modulate(.) function.

A carrier wave has an unmodulated frequency of 6MHz. Sketch the instantaneous frequency time
curve when it is frequency modulated by a 4000Hz sawtooth waveform. which is varied 5V peak-to-
peak about zero dc value. The frequency deviation constant is 8kHz per volt. Use MATLAB for
coding.

A carrier is frequency modulated by a ramp voltage that starts at zero and rises to 10V in 2ms, when it
abruptly drops to zero. Given that the frequency deviation constant SkHz/V and the unmodulated sinu-
soidal carrier frequency is 400kHz, plot the modulated angle over time base of 10ms. Use MATLAB
for coding.

An FM transmitter has a carrier oscillator with a rest frequency of 4.5MHz. The oscillator shifts the
frequency by =1.6 kHz when a 1.6V p-p message signal is applied. The frequency multiplier section
following the oscillator has three frequency triplers. Find the transmitted carrier rest frequency, the
deviation, and the percentage modulation at the antenna.
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Pulse Modulation

11.1 Introduction

Just as the amplitude, frequency, or phase of a sinusoidal carrier can be modulated with an information
signal, so the amplitude, frequency, or phase (or position) of pulses in a pulse train can also be modulated.
In the field of telecommunications the most widely used form is pulse code modulation, or PCM. This is a
variant of pulse amplitude modulation in which the pulse amplitudes are transmitted in binary code (and
hence the method is sometimes referred to as coded pulse modulation). Because of its great importance in
telecommunications systems, PCM will be described in considerable detail in a later section. The basics of
some of the other forms of pulse modulation are also covered.

11.2 Pulse Amplitude Modulation (PAM)

In pulse modulation the unmodulated carrier is a periodic train of pulses as sketched in Fig. 11.2.1. The
unmodulated pulse amplitude is shown as A and the pulse width as 7. The periodic time of the pulse train is
shown as T§. The reason for using subscript s will become apparent shortly. In terms of the mathematical
notation introduced in Eq. (3.4.1), the pulse train may be described by

Y, (1) = kaA rect (t — kTS) (11.2.1)

T

In pulse amplitude modulation (PAM) the amplitudes of the pulses are varied in accordance with
the modulating signal. Denoting the modulating signal as m(f), pulse amplitude modulation is achieved
simply by multiplying the carrier with the m(f) signal, as illustrated in Fig. 11.2.2. The balanced mixer/
modulators described in Section 5.10 and 8.9 are frequently used as multipliers for this purpose. The output
is a series of pulses, the amplitudes of which vary in proportion to the modulating signal. The particular form
of pulse amplitude modulation (shown in Fig. 11.2.4) is referred to as natural PAM, because the tops of the
pulses follow the shape of the modulating signal.

336
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Figure 11.2.1 Periodic pulse train.

m(f) /)_(\ e(t)
V[,(t)

Figure 11.2.2 Product modulator used to produce natural PAM.

The pulse train acts as a periodic switching signal to the modulator, which when switched on allows
samples of the modulating signal to pass through to the output. The periodic time of the pulse train is known
as the sampling period and hence the use of the subscript s. Note that 7 is the period from the beginning of
one sample to the next, not the pulse duration. The sampling frequency is

1
= — (11.2.2)
—

The equation describing natural PAM is found as follows. The Fourier series for the unmodulated pulse
train is given by Eq. (2.9.1) as

n=oco
2mnt
y(1) = ag + 2 a,, cos
n=1 T
2t 4t
=aytaycos——— +apcos—— + - (11.2.3)
T T

The modulated pulse train is then

e(r) = m(1) - yy(1)

2t 4t
agm(t) + aym(t) COSTF‘T + apym(t) cos Tﬂ + .- (11.2.4)
N s

The right-hand side of this equation shows that the modulated wave consists of the modulating signal,
multiplied by the dc term a( and a series of DSBSC-type components (see Section 8.9) resulting from the
harmonics in the pulse waveform. Denoting the modulating signal spectrum by M(f) and the highest-
frequency component in this by W, the spectrum for the PAM signal will be as shown in Fig. 11.2.3.

To be able to transmit the higher DSBSC components, it is clear that a wide-bandwidth transmission sys-
tem is required. The observant student will notice that, since all the modulating signal spectrum is contained in
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Figure 11.2.3 Spectrum M(f) (a) for the modulating signal and (b) for the natural PAM wave.

the baseband part of the spectrum, it should only be necessary to transmit this, which of course is true. However,
in this case there would be no point in using PAM since the original baseband signal m(f) might just as well be
transmitted directly, and, in addition, the factor ay, which is always less than unity, can severely reduce the ampli-
tude of the baseband component of the spectrum in PAM. This therefore raises the question of why we use pulse
modulation in the first place. The answer is that pulse modulation allows pulses carrying different modulating
signals to be interleaved in time, forming what is known as a fime division multiplexed (TMD) signal. Time
division multiplexing is described in more detail in connection with pulse code modulation in Section 11.3. But
Fig. 11.2.4 shows, in a simplified manner, how five analog signals might be time division multiplexed. This is
accomplished using a synchronous analog selector switch called a multiplexer or commutator, as shown in
Fig. 11.2.4. Integrated circuits such as the National MM54HC4051 eight-channel CMOS analog multiplexer can
be used for this purpose. This switch sequentially connects each modulator output to the transmission line only
for the short duration of the sampling pulse. At the receiving end, a similar circuit called a demultiplexer or dis-
tributor is used to separate the signals. This circuit acts to synchronously connect the transmission line output to
each separate channel demodulator in the same sequence as the multiplexer. Provision must be made to transmit
a synchronizing signal from the transmitter to the receiver in order to keep them in step with each other. One
channel can be reserved for this purpose, or special synchronizing pulses can be periodically transmitted.

Because of its wideband nature, PAM has a very restricted range of applications for direct transmis-
sion of signals. It is used, for example, in instrumentation systems and in analog-to-digital (A/D) converters
used for computer interfacing. In the next section the place of PAM as an intermediate stage in the genera-
tion of PCM signals will be studied. As a prelude to this, the spectrum of the PAM signal will be examined
in more detail. The spectrum for natural PAM showing the low-frequency and the first DSBSC components
is shown in Fig. 11.2.5.

To prevent the lower edge of the DSBSC spectrum from overlapping with the low-frequency spectrum,
the separation A between these must not be less than zero. Hence, from Fig. 11.2.5(a),

W+ A=f—-W (11.2.5)
With A = 0 it follows that

f,=2w (11.2.6)

This condition imposed on the sampling frequency states that the sampling frequency must be at least twice
the highest frequency in the modulating signal, a statement that forms part of a fundamental theorem in com-
munications known as the sampling theorem. As shown in Fig. 11.2.5(b), if the sampling condition is not met,
parts of the spectra overlap, and once such overlap is allowed to occur the spectra can no longer be separated by
filtering. Because the high-frequency components in the DSBSC spectrum (for example, f; — W) appear in the
low-frequency part of the spectrum, the effect is termed aliasing. To avoid aliasing, the modulating signal is first
passed through an antialiasing filter, which cuts the signal spectrum off at some value W. The system designer
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Figure 11.2.4 (a) Five-channel time division multiplexed (TDM) PAM signal, (b) System configuration.
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Figure 11.2.5 (a) Part of the spectrum for the natural PAM wave, showing the required separation A. (b) Aliasing effect.

must then ensure that the sampling frequency is at least twice this value. For example, it is standard practice to
use an antialiasing filter with a cutoff frequency of 4 kHz for digital telephony, with a corresponding sampling
frequency of 8 kHz, as described in Section 11.3. The sampling frequency f; = 2W is known as the Nyquist
frequency.
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If the pulse width of the carrier pulse train used in natural sampling is made very short compared to the
pulse period, the natural PAM becomes what is referred to as instantaneous PAM. The samples in this case rep-
resent the modulating signal at the instant of sampling. Clearly, a shorter pulse width allows more time for addi-
tional channels to be included in a TDM format. However, a short pulse means less energy per sample, and as
shown in Chapter 2, the magnitude of the coefficients ag, a; ... are directly proportional to the pulse width.
Therefore, to maintain reasonable pulse energy a sample-and-hold technique is employed. One way of achiev-
ing this is illustrated in Fig. 11.2.6(a). A periodic train of short clocking pulses ¢(f) close the transistor switch
01, allowing “instantaneous” samples of the analog signal to be passed on to the capacitor C. Each sample is
held in the capacitor for a time 7, when the delayed clocking pulses () operate the transistor switch Qy to dis-
charge the capacitor before the next sample arrives. In this way flat-topped samples are formed that provide the
input to the A/D converter. The A/D converter has time 7 in which to operate on any one pulse. As can be seen,
apart from the short switching delay, 7' = T§. The modulated pulses have flat tops as shown in Fig. 11.2.6(b).

Denoting the spectrum of the analog signal by M(f) as before, it can be shown, by a rather advanced
mathematical argument that will not be repeated here, that the spectrum of the flat-topped output pulses is
described by

V(f) = AM(f)e ™7 sinc T (11.2.7)

where A is a constant. The exponential term represents the effect of the time delay 7, which does not distort the
message, but the sine ( fT') represents amplitude distortion, which must be corrected for. The effect that the flat-
topped pulses have on the spectrum is termed the aperture effect. It will be recalled from Eq. (2.9.6) that

sin wfT (11.2.8)
wfT

sinc fT =

The distortion resulting from the aperture effect is compensated for in the receiver by means of an equalizer
filter, which has an inverse characteristic proportional to 1/sinc f7.
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1 [ g

To A/D converter

0, %c
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Figure 11.2.6 (a) Sample-and-hold circuit used for generating a flat-topped PAM signal, (b) Sampled waveform.
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11.3 Pulse Code Modulation (PCM)

The basic elements for the generation of pulse code modulation can now be put in place. The analog signal
m(r) is passed through an antialiasing filter and sampled as described in the previous section. The flat-top
samples are converted to digital numbers through an analog-to-digital converter. One important step has been
added prior to the A/D conversion, that of quantization, as shown in Fig. 11.3.1.

Quantization

Quantization is the process of rounding off the values of the flat-top samples to certain predetermined levels
in order to make a finite and manageable number of levels available to the A/D converter. Otherwise the sam-
pling levels could take on any value within the peak-to-peak range of the analog signal, which in theory
would result in an infinite number of levels.

In the quantization process, the total signal range is divided into a number of subranges as shown in
Fig. 11.3.2. Each subrange has its mid-value designated as the standard or code level for that range.
Comparators are used to determine which subrange a given pulse amplitude is in, and the code for that sub-
range is generated. To illustrate the process, a comparatively small number of levels, eight in all, are shown,
along with a possible binary code for each level. It will be noticed that the level representing zero analog
volts has two binary numbers, one for 0+ and one for 0—. In the coding scheme shown, positive values of
the analog signal are signed with a binary 1 and negative values with a binary 0. Thus the leading bit indi-
cates the polarity of the analog signal. The remaining two bits then encode the segment that the sampled
value lies in. For example, the last sample point shown is negative, and therefore the leading bit is 0; it lies
in segment L_3 for which the binary code is 11; hence the binary code for this quantized sample is 011.

In digital telephony, an 8-bit code word is generally used, which allows for 256 levels. Although the
quantization stage is shown as a separate block, in practice it will usually be an integral part of the A/D
conversion, and integrated circuits are readily available for this purpose.

Figure 11.3.3(a) illustrates the quantization process in a slightly different way. The straight line shows the
linear input—output relationship that would exist if quantization were not employed, and the staircase function
shows the quantized relationship. This particular type of function is referred to as mid-tread quantization, since
the quantization levels correspond to the input values at the middle of the tread on the staircase function. It is
also possible to have a mid-rise type of function, and it is left as an exercise for the student to sketch this.

Figure 11.3.3(b) shows the quantization error as a function of input voltage. This is the difference between
the quantized level and the analog input, or V; — vj. The quantization error appears as noise, referred to as quan-
tization noise, on the analog signal when it is recovered at the receiver. As can be seen, the quantization error can
lie between +AV/2, and assuming it has a uniform probability density distribution (meaning that it is equally
likely to be at any point within the range), it can be shown that the mean-square quantization error is

2
2 _ (AV) (11.3.1)
Epy, = 3.
12
Binary
Flat-top digital
samples signal Line
l l waveform
m(f) | Anti- Sample AD Line !
—>| aliasing > and —>{ Quantizer > waveform —> LPF —>
converter
filter hold generator

Figure 11.3.1 Basic stages in the generation of PCM.
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Figure 11.3.2 (a) Analog sampled levels (shown as dots) and the corresponding quantized levels, (b) Binary output for
the quantized levels.

This is also the mean-square quantization noise voltage. For a total number of L levels, the peak-to-peak signal
range is =LA V/2, and for a signal that has a uniform probability density distribution within this range, the mean-
square signal voltage is

2

2 _ (LAV) 1132
ES = ——— (11.3.2)

* 12

It follows therefore that the signal-to-quantization noise ratio is

2
(S) _ E; _ 2 (11.3.3)

N q Enq

This shows that to maintain a high S/N,, ratio the number of steps should be high. For example, for L = 256,
S/Ny = 48 dB. In terms of the number of bits per code word n, L = 2" and hence

(S) _ 5o (11.3.4)
N q

It is left as an exercise for the student to show that if m(?) is a sine wave that occupies the full input
range then

(S) — 1512 (11.3.5)
N q
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Figure 11.3.3 (a) Linear quantization, (b) Quantization error.

More generally, the ratio between the peak and rms values of the signal voltage will be some value
k = Eimg/Emax- If distortion is to be avoided, the maximum peak signal level must not be allowed to exceed
half the total input voltage range or Ep.x = LAV/2. The signal-to-quantization noise ratio in this case is

2

5, -5
N q Er%q
(kLAV)Z 12
2 (AV)
= 3k%L2 (11.3.6)

— EXAMPLE 11.3.1

A PCM system is to have a signal-to-noise ratio of 40 dB. The signals are speech, and an rms-to-peak ratio
of —10 dB is allowed for. Find the number of bits per code word required.

SOLUTION Equation (11.3.6) can be written as

(S) = 3%
N q
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from which S
10 log (N) = 101log 3 + 20 log k + 20n log 2
q
S
— | dB =477 + (k) dB + 6.02n
N/q
540 =477 — 10 + 6.02n
Therefore,
40 — 4.77 + 10
B n= T e =7.5=28 (rounded up)

A useful relationship between the bandwidth B, required to transmit a single-channel PCM signal, and
(S/N)g is readily derived. Assuming random signals such that (S/N), = 2% applies, then in decibels this is

S
() dB = 101log 2°") = 6n (11.3.7)
N q

Now with samples taken at the rate of f; = 2W (Hz), where W is the bandwidth of the signal being
sampled, and with n bits per sample, the bit rate is R, = 2nW (bps). Theoretically, this signal can be trans-
mitted on a channel with the Nyquist bandwidth or half of the bit rate. However, inter-symbol interference
(ISI) increases the noise level under this condition. With raised-cosine filtering (see Section 3.4) applied to
minimize the ISI, the bandwidth required is increased to B = (1 + p)Rp/2 = (1 + p)nW (bps). The band-
width expansion ratio is B/W = (1 + p)n, and this may be used to substitute for n in Eq. (11.3.7) to give

(S) B=-_0 B (11.3.8)
q 1+p W

N

This shows that the signal-to-noise ratio can be improved at the expense of bandwidth. The following
example illustrates this exchange.

— EXAMPLE 11.3.2

A telephone signal with a cutoff frequency of 4 kHz is digitized into 8-bit samples at the Nyquist sampling
rate f; = 2W. Assuming raised-cosine filtering is used with a roll-off factor of unity, calculate (a) the
baseband transmission bandwidth and (b) the quantization S/N ratio.

SOLUTION (a) The transmission bandwidth is

B=(1+pW,=2X4kHz X 8 = 64 kHz

The quantization signal-to-noise ratio is

N

(S) dB=6n=6X8=48dB
q

The example shows that the PCM signal requires a 64-kHz bandwidth to transmit a 4-kHz bandwidth
analog signal, and what is gained is a high quantization signal-to-noise ratio.
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Compression

With speech it is found that the peaks of the signal only infrequently extend over the full range of the input,
most of the time residing within a small range about zero. In effect, the signal does not have a uniform
probability density function, and as a result the (S/N), ratio is lower than that given by Eq. (11.3.3). To com-
pensate for this, a further stage, termed a compressor, is added. This is shown in Fig. 11.3.4.

In earlier designs the compressor consisted of an analog amplifier that had variable gain characteristics
with a lower gain at higher input so that, in effect, the high-level signals were “compressed.” This compressed
signal was passed on to a linear quantizer of the type described in the previous section. The number of quan-
tized levels was chosen to give the required (S/N)gq ratio for the low signal ranges, and the peak signal swings
were compressed to fit into these. This approach gave rise to two compression characteristics, which are now
fairly well standardized. In North America and Japan a characteristic known as the p-law is used, and in
Europe and many other parts of the world an A law characteristic is used. The compression functions are nor-
mally described in terms of normalized voltages. Let v; represent the input voltage and v; pax itS maximum
value. Denoting the normalized input voltage by x, then

Y

x = (11.3.9)
Ui max
In a similar manner, the normalized output voltage is defined as
Yo
y = (11.3.10)
Uo max
In terms of normalized voltages the p.-law is described by
In(1 + wix|)
y = sign(v) Inl + ph) (11.3.11)

In(1 + )

where sign(v;) is used to indicate the sign or polarity of v; and |x| is the magnitude of x. The compression
parameter is |, which determines the degree of compression. With . = 0, the limiting values of the loga-
rithmic functions must be used to show that vy = v; or no compression occurs (see Problem 11.12). The value
p = 255 is widely used, and the characteristic for this value is shown in Fig. 11.3.5.

The A law is described by

= sign(y;) ﬁ’ for ‘x‘ =1
Y SR T ) A
or
1 + In(Alx|) 1
y = sign(v;) 7” , for— = ‘x| =1 (11.3.12)
1 + In(A) A
Anti- Sample Line
m4>(t) alising > Compressor —> and > Quantizer A/D waveform LPF |—»
filter hold converter generator

Figure 11.3.4 Addition of a compressor stage.
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Figure 11.3.5 Compressor characteristics for w = 255 and A = 87.6.

Compression
curve \

Output
voltage

™~
Chored
approximation

0 >
Input voltage

Figure 11.3.6 Chorded approximation to a compression curve.

The compression parameter in this case is A, and the value A = 87.6 is widely used. It will be seen that the
. =255 and A = 87.6 curves lie very close to one another, which means that similar “quality” is achieved.
Current practice is to approximate the compression characteristics by stepwise functions that form an
integral part of the analog-to-digital conversion (as described later). For this reason, the . law and A law sys-
tems are incompatible, and special conversion units are used where interconnections are required, such as
might occur on international links.

Although the compressor stage is shown as a separate block and in early PCM circuits it was
implemented using analog techniques, in more recent equipment it is implemented as part of the A/D
conversion. Rather than having a continuous curve, the compressor characteristic is approximated by linear
segments (or chords), as sketched in Fig. 11.3.6.

Each chord is made to cover the same number of input steps, but the step size increases from chord to
chord. This is equivalent to having a nonlinear quantizing stage, as illustrated in Fig. 11.3.7(a), which shows
the first three chords of a hypothetical compressor. Figure 11.3.7(b) shows the quantization error, and this is
seen to increase in amplitude for the larger steps.
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Figure 11.3.7 Nonlinear quantization.

Figure 11.3.8 shows how the analog input voltage might be quantized by such a compressor. As before,
the leading bit can be used to encode the analog polarity. With four chords, 2 bits are required to encode
these, for example, in ascending order as 00 01 10 11. A further 2 bits are required to encode the step num-
bers within a chord, and again in ascending numbers, these might be 00 01 10 11. Thus sample point A would
be encoded as 1 11 10. and sample point B as 0 01 11.

Commercially available integrated circuits known as PCM codecs (for coder—decoder) incorporate all the
stages necessary for the PCM conversion process, an example being the Motorola MC145500 series. The . law
or the A law can be selected, and Fig. 11.3.9 shows the encoding arrangement for the . = 255 approximation.
As shown in the table, the leading bit in the binary code indicates the sign of the analog input, being 1 for
positive and 0 for negative values. The sign bit is followed by 3 bits that indicate the chord, which in turn is
followed by 4 bits indicating the step in which the analog value lies. The normalized decision levels are the ana-
log levels at which the comparator circuits change from one chord to the next and from one step to the next.
These are normalized to a value of 8159 for convenience in presentation. For example, the maximum value may
be considered to be 8159 mV and then the smallest step would be 1 mV. The first step is shown as 1 (mV), but
it should be kept in mind that the first quantized level spans the analog zero as shown in Fig. 11.3.3(a), and so
a 0+ and 0— must be distinguished. Thus the level representing zero has in fact a step size of + 1 mV.

As an example, suppose the sampled analog signal has a value of +500 mV. This falls within the
normalized range from 479 to 511 mV and therefore the binary code is 1 011 1111. It should be mentioned
that normally the first step in a chord would be encoded 0000, but the bits are inverted, as noted in Fig. 11.3.6.
This is because low values are more likely than high values, and inversion increases the 1-bit density, which
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Figure 11.3.8 Nonlinear quantization of an analog signal.

helps in maintaining synchronization as described in Chapter 2. The table also shows the decoded levels
corresponding to the quantized transmit levels. For example, the decoded level for the range from 479 to
511 mV is 495 mV, and thus with a +500-mV input signal the quantization error would be 5 mV.

PCM Receiver

The receiving section of a codec must provide the inverse operations to those of the transmitter. Figure 11.3.10
summarizes the main receiver blocks. The function of the input filter is to limit the noise bandwidth and to
complete the waveform shaping required for the avoidance of ISI. A pulse regenerator is used to generate new
pulses that are free of thermal noise (but note that quantization noise is always present and cannot be
removed). The digital-to-analog converter (DAC) converts the binary signal into flat-top samples and in
the process provides the expansion necessary to compensate for the compression applied at the transmitter.
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Mu-Law Encode characterisitics

Normalized Digital Code .
Normalized
Chord  Number  Step Encode 1 P 3 4 5 6 7 8 Decode
Number of Steps  Size  Decision Levels
Levels Sign Chord Chord Chord Step Step Step  Step
8159
1 0 0 0 0 0 0 0 8031
7903
8 16 256 :
4319
1 0 0 0 1 1 1 1 4191
4063
7 16 128 2143
1 0 0 1 1 1 1 1 2079
2015
6 16 64 10.55
1 0 1 0 1 1 1 1 1023
991
5 16 32 551
1 0 1 1 1 1 1 1 495
479
4 16 16 239
1 1 0 0 1 1 1 1 231
223
3 16 8 103
1 1 0 1 1 1 1 1 99
95
2 16 4 3.5
1 1 1 0 1 1 1 1 33
31
1 15 2 3
1 1 1 1 1 1 1 0 2
1
1 1 1 1 1 1 1 1 1 1 0
0
NOTES:

1. Characteristics are symmetrical about analog zero with sign bit =0 for negative analog values.
2. Digital code includes inversion of all magnitude bits.

Figure 11.3.9 Table showing the encoding arrangement for the Motorola MC145500 series of codecs. (Courtesy of
Motorola, Inc.)

Line waveform Analog
input DAC . output

’ —> LPF —> Pulse + Equalizer Reconstruction P

m regenerator filter filter '

! expander !

Figure 11.3.10 Basic blocks in a PCM receiver.

The equalizer filter following the DAC compensates for the aperture distortion introduced by flat-top sampling
as described in Section 11.2. The magnitude of the equalizer filter response is given by

A
H(f)eg = Sino /T (11.3.13)
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where A is a constant. The equalizer filter is followed by a low-pass filter, often referred to as a reconstruction
filter, which essentially recovers the analog signal by passing only the low-frequency part of the spectrum, as
shown in Fig. 11.2.3. However, quantization noise is also present on the output so that the analog output m"(¢)
is not identical to m(f). Figure 11.3.11 shows a block diagram for the National Semiconductor TP3051 codec
in which the equalizing filter response is incorporated in the switched capacitor filters.

Figure 11.3.12 shows how codecs could be used in a simple TDM/PCM transmitting system. In early
designs a common sampler and A/D converter would have been used for the multiplexed channels, but with
advances in integrated circuits the use of an individual codec for each channel is the most economical
approach for digital telephony. Thus time division multiplexing (TDM) takes place in the multiplexer
following the channel codecs, as shown in Fig. 11.3.12. For illustration purposes, a common line waveform
generator is shown as a separate unit, but the actual arrangement will depend on the facilities provided in the
codecs and multiplexer. A waveform regenerator is also used in the receiver before the multiplexed signal is
demultiplexed, following which the individual codecs recover the analog signals, as described previously.

The TDM arrangement known as the T/ system, introduced by Bell Telephone, is shown in Fig. 11.3.13
to illustrate some of the significant features of time division multiplexing. This is a 24-channel system in
which the sampling frequency is 8 kHz, and 8 bits per sample are used. A frame-synchronizing signal is
required, and this is achieved by inserting a frame sync-bit at the end of each frame. The frame-sync signal is
periodic, consisting of a repetitive pattern of bits or codewords. Thus synchronization requires recovery of the
sync signal over a number of frames.
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Figure 11.3.11 Block diagram of the National Semiconductor TP3051 codec. (With permission of National emicon-
ductor Corp.)
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Figure 11.3.13 T1 TDM format.

Since the sampling frequency is 8 kHz, the time between samples for any given channel is Ty = 125 s,
which is also the frame period, as shown in Fig. 11.3.13. Any one frame contains 8 X 24 + 1 = 193 bits, and
therefore the bit rate is R, = 193/125 ps = 1.544 Mbps. It is left as an exercise for the student to show that
if raised-cosine filtering is used with a roll-off factor of unity the transmission baseband bandwidth required
is 1.544 MHz.
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It should also be noted that signaling information (such as busy signals and call-completed signals)
are transmitted in the TI system by replacing the eighth bit (least significant bit) in each channel by a sig-
naling bit in every sixth frame. Thus the signaling period is 125 ps X 6 = 750 s and the signaling rate is
1/750 ws = 1.333 kbps.

Differential PCM

Differential pulse code modulation (DPCM) is a technique in which the difference between samples, rather
than the sample values themselves, is encoded in binary. The reason for employing DPCM is that speech
samples do not change drastically from sample to sample, and therefore the difference values can be encoded
using fewer bits. DPCM can be achieved in a number of ways, some involving mostly analog methods, oth-
ers a mixture of analog and digital circuits, and yet others mostly digital. Figure 11.3.14(a) shows a DPCM
transmitter where it is assumed that flat-top sampling has been achieved by a sample-and-hold circuit, as dis-
cussed previously. The input to the quantizer is, however, the difference between the flat-top samples and a
feedback signal that is an estimate of the input derived from the quantizer output.

The estimated signal is created by the predictor block, which is a digital-type filter. This has a shift reg-
ister in which a predetermined number of samples are temporarily stored while a weighted sum is formed, this
being the estimated signal. The input to the predictor at any instant consists of the sum of its own output,
which is the best estimate at that instant, and the most recent difference level. Thus the estimate is continu-
ously updated by the difference levels. The estimated flat-top sample is subtracted from the incoming flat-top
sample to form the difference signal that is quantized.

At the receiver, Fig. 11.3.14(b), the incoming DPCM binary signal is decoded to form a difference
PAM signal. This is fed into a feedback loop similar to that used at the transmitter. A prediction filter forms
a best estimate of the flat-top PAM signal from the sum of its own output and the most recent difference PAM
level. Thus the PAM output is continuously updated by the difference level. The analog output is recovered
from the flat-top PAM signal by the reconstruction filter in the normal manner described for PCM.

Differential

Flat-top PAlM Line waveform

. . : for
samples - Binary output
4@—4Quantlzer}_>_| encoder }—> DPCM
- +
Predictor [«—

+
(a)
Differential
Line waveform PAM Analog
l output

Reconstruction
filter

i fi
mput401‘>|Regenerator|—>| Decoder ’—»
DPCM +

+

Predictor
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Figure 11.3.14 (a) DPCM transmitter, (b) DPCM receiver.
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Delta Modulation

Delta modulation (DM) is a special case of DPCM in which only the polarity of the difference signal is encoded
as output. If the difference between the analog input and the feedback signal is positive, this is encoded as a
binary 1, which is transmitted as a positive voltage pulse, and if negative, as a binary 0, which is transmitted as
a negative voltage pulse. The principle of DM is illustrated in Fig. 11.3.15. At the transmitter, one input to the
multiplier is a periodic train of unipolar impulses (very short pulses) p;(¢) at the sampling frequency f;. The other
input is the output from the comparator, which consists of fixed amplitude pulses whose polarity depends on
the difference signal at the comparator input. The polarity is positive if the analog signal m(f) is greater than
and negative if less than the feedback signal m'(¢). The multiplier output is therefore a sequence of impulses
po(?) whose polarity depends on the difference signal. The feedback signal m'(7) is the integral of the multiplier
output po(f). As shown in Fig. 11.3.15(b), the m'(r) waveform is a staircase approximation to the analog signal
m(t). For this staircase waveform, there will be an initial transient period labeled A. When the modulator reaches
steady state, the staircase waveform “hunts” around the analog waveform as shown at B. This hunting produces
granular noise. Notice, too, that over region B, even though the analog waveform has a positive slope, the stair-
case waveform remains horizontal. At region C, the rate of change of the analog waveform is too great for the
staircase waveform to follow, with the result that slope overload occurs. Slope overload is also seen at D.
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Figure 11.3.15 (a) DM transmitter, (b) DM waveforms, (c) DM receiver.
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The impulse waveform py(f) is converted to a line waveform (not shown) and transmitted as such. At the
receiver, Fig. 11.3.15(c), a regenerator (not shown) is used to recover the p,(f) impulse waveform, which is inte-
grated to produce the staircase approximation similar to that at the transmitter. The analog output m"(¢) is recov-
ered from the integrator output through the use of a low-pass (reconstruction) filter. The recovered waveform will
exhibit the effects of granular noise and slope overload and will not be an exact replica of the analog input.

Granular noise can be reduced by using a high sampling rate, well above the Nyquist (f; = 2W) value.
This tends to shift the granular noise into the high-frequency region of the spectrum, most of which is then
removed by the reconstruction filter. A high sampling rate also means that the feedback signal changes more
rapidly, reducing the danger of slope overload. It should also be noted that a high sampling rate is beneficial
in that the separation A shown in Fig. 11.2.5 becomes large, which relaxes the design constraints on the
antialiasing filter. However, a high sampling frequency means that a high bit rate is generated, which in turns
means that a wider bandwidth is required compared to PCM. This is a sufficient disadvantage to make the
simple delta modulation scheme unsuitable for the majority of communication applications.

Granular noise can also be kept small by using a small step value, the size of the step being fixed by the
gain of the integrator. However, this leads to the disadvantage that small steps may not integrate quickly enough
to follow the analog waveform when it changes rapidly, thus leading more readily to slope overload. A varia-
tion on delta modulation known as adaptive delta modulation can be used to counteract slope overload. In this,
the step size is automatically adjusted to larger values to accommodate the larger magnitudes of rate of change
of the analog signal. The continuously variable slope delta (CVSD) modulator is an example of such a scheme.
The block diagram for the Motorola MC34115 CVSD modulator/demodulator is shown in Fig. 11.3.16(a).

In the MC34115, the contents of 3-bit shift register are monitored. If these are all 1’s or all 0’s, a con-
dition termed coincidence, it is an indication that the gain of the integrator is too small. The output at the
coincidence terminal is used to charge a capacitor in a low-pass filter, termed a syllabic filter, the output of
which controls the gain of the integrator. In addition, an all 1’s coincidence means that the signal slope is
positive and all 0’s that it is negative, and this information is also fed as a control signal to the integrator
through the slope polarity switch. Figure 11.3.16(b) shows the CVSD waveforms, Fig. 11.3.16(c) the block
diagram for the encoder section, and Fig. 11.3.16(d) the block diagram for the decoder.

Delta modulation is seen to be a 1-bit encoder where the quantized step size is fixed by the integrator
rather than the analog signal. Thus, although the Nyquist sampling criterion f; = 2W may be met, the gran-
ular noise (similar to quantization noise) may be excessive if the lower limit to the sampling frequency is
used. For this reason the sampling frequency is always considerably greater than the lower limit, at least two
times this. As mentioned previously, a high sampling frequency eases the design of the antialiasing filter and
also shifts the granular noise into the higher part of the spectrum, where most of it can be removed by the
reconstruction filter in the receiver.

Sigma-Delta A/D Conversion

The sigma—delta modulator (3—A) is a development of the delta modulator that provides high-resolution
(greater than 12 bits) analog-to-digital conversion. Most of the filtering and signal processing takes place in
digital circuitry, enabling advantage to be taken of very large scale integrated (VLSI) circuit design, which low-
ers the cost considerably compared to combined A/D (hybrid) designs. The detailed principles of operation are
complex, and only a summary will be presented here, based on information provided in the Motorola publica-
tion APR8/D, which relates to the Motorola DSPS6ADC16 single-chip, sigma—delta converter.

Figure 11.3.17(a) shows a basic delta modulator, in which it is seen that two integrators are required.
Because the operation of integration is linear, the receiver integrator can be placed at the input to the
transmitter as shown in Fig. 11.3.17(b). A further simplification can now be made. Since the output of the
comparator is the difference of two integrated signals (the integrated analog signal and the integrated feedback
signal), the same result can be achieved by integrating the difference of the nonintegrated signals, as shown
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Figure 11.3.16 (a) Block diagram for the MC34115 CVSD modulator/demodulator, (b) CVDS waveforms, (c) block
diagram for the encoder, and (d) block diagram for the decoder. (Courtesy of Motorola, Inc.)

in Fig. 11.3.17(c). Thus only one integrator is needed, and this is the sigma part of the converter. The integrator
is followed immediately by a 1-bit quantizer, which is the delfa modulator.

At the normal Nyquist sampling rate, the 1-bit resolution achieved by delta modulation would be very
coarse, and to offset this a very much higher sampling rate is used. For example, instead of taking, say, one
sample and converting this to 16 bits (as would be required in high-resoultion PCM), 16 one-bit samples are
generated in the same time. This requires a sampling rate that is 16 times the Nyquist rate. The advantage of
this approach is that a very simple antialiasing filter can be used, as the separation A shown in Fig. 11.2.5
becomes large. Once the signal is in digital form, it can be processed by digital circuitry (for example, digital
filtering can be used), and what is known as a digital decimation filter is used to reduce the sampling rate to
the normal Nyquist value. Noise spectrum shaping also takes place in which most of the granular noise is
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Figure 11.3.17 (a) A basic delta modulation system, (b) Shifting the position of the receiver integrator, (¢) Combining
the two integrators into one to create a basic sigma—delta modulation system.

Modulation Demodulation
(©)

shifted to a high part of the spectrum, which is then removed by the digital filter. The quantization signal-to-
noise ratio can be as high as 90 dB or better for the Motorola DSP56ADCI16.

11.4 Pulse Frequency Modulation (PFM)

A train of rectangular pulses is frequency modulated if (1) their amplitude is kept constant, and (2) the pulse
period T, and pulse duration T are both made proportional to the modulating signal so that the duty cycle
(1/T,) of the pulse train remains constant. The modulating wave is not sampled at fixed intervals, as was the
case for PAM, but is sampled at the time of occurrence of the modulated pulses, as shown in Fig. 11.4.1(a).
The sample taken is used to adjust the following pulse period.

The resulting frequency modulated pulse train is illustrated in Fig. 11.4.1(b). It produces a spectrum
as shown in Fig. 11.4.1(c), which contains a fixed dc level and a frequency-modulated carrier and sidebands
at each harmonic of the unmodulated carrier frequency f, = 1/T.. The amplitudes of the harmonics of the
unmodulated carrier are constrained by the envelope of (sin x)/x, where x = nmwt/T = nwft.
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Figure 11.4.1 Pulse frequency modulation (PFM). (a) Modulating signal, (b) Modulated pulse train, (c) Spectrum of
the PFM signal.

The spectrum does not contain any of the baseband frequency components, so the modulating signal
cannot be recovered by simple low-pass filtering. A frequency demodulator must be used. However, the
signal is easy to generate using a mixture of digital and analog components, which has made PFM popular
for some types of analog instrumentation systems.

11.5 Pulse Time Modulation (PTM)

Pulse time modulation includes pulse position modulation (PPM) and pulse width modulation (PWM). Both
of these produce a form of pulse phase modulation and are sometimes called by that name. Pulse frequency
modulation (PFM) is also included, although it is not strictly a time modulation.

11.6 Pulse Position Modulation (PPM)

An unmodulated fixed frequency pulse train produces a recurring time window that is 7. seconds wide, with
a pulse of fixed width T appearing at its center. If the position of the fixed width pulse (and the sampling
point) within the fixed width window is varied with a modulating signal, as shown in Fig. 11.6.1(b), the pulse
train is pulse position modulated. The effect is that of pure phase modulation of the pulse train.

The spectrum of a PPM signal is shown in Fig. 11.6.1(c). It contains a fixed dc component and a set
of carrier and phase modulated sidebands at each harmonic of the carrier frequency. This spectrum is very
similar to that for the PFM signal, where the difference exists in the magnitudes and phase shifts that occur
in the side frequencies about the carrier harmonics.
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Figure 11.6.1 Pulse position modulated (PPM) signal, (a) Modulating signal, (b) PPM waveform, (c) Spectrum of a
PPM signal.

The carrier harmonics are constrained within a (sin (x))/x envelope and extend indefinitely in frequency.
The spectrum does not contain any baseband components, so the modulating signal cannot be recovered using
a low-pass filter. This fact is obvious if one notes that the duty cycle of the modulated signal remains constant,
so the average signal level (dc) is constant. A phase detector is needed for demodulation, but again generation
of this type of signal is relatively easy.

11.7 Pulse Width Modulation (PWM)

If the frequency and amplitude of a pulse train are kept constant and the width of the pulses is varied with a
modulating signal, then the result is a pulse width modulated (PWM) signal. Three variations are possible,
as shown in Fig. 11.7.1(b), (c), and (d). First, the pulse center may be fixed in the center of the repeating time
window Tc and both edges of the pulse moved to compress or expand the width 7. Second, the lead edge can
be held at the lead edge of the window and the tail edge modulated. Third, the tail edge can be fixed and the
lead edge modulated. The resulting spectra are similar, and, as shown in Fig. 11.7.1(e), they each contain a
dc component and a base sideband containing the modulating signal, as well as phase modulated carriers at
each harmonic of the pulse frequency. The amplitudes of the harmonic groups are constrained by a (sin (x))/x
envelope and extend to infinity.

Since the baseband information appears in the signal and is not distorted by any modulation effects, it
may be recovered using a simple low-pass filter to remove the carrier and its harmonics and a high-pass filter
to remove the dc component.
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11.1.

11.2.

11.3.

PROBLEMS

What sampling rate would be appropriate for each of the following? (a) A 4-kHz telephone channel.
(b) A music channel with a maximum signal frequency of 20 kHz. (c) A video channel with a band
width of 4.5 MHz.

Given a cosinusoidal modulating signal m(f) = V,,, cos w,,t applied to a PAM modulator whose out-
put e(?) is given by Eq. (11.2.4), with a carrier pulse train of magnitude V), and duty cycle DC = T}/T,
expand Eq. (11.2.4) to the form e(f) = b, cos w,,t + by[cos(nwg — wy,)t + cos(nwg + w,,)t)]. Write
expressions for b, and by, in terms of V,,, V), Ty, and T,

Acosinusoidal signal to be sampled has a magnitude of 0.2 V peak at 3 kHz. A natural PAM genera-
tor uses a 1-V carrier pulse train for which the sampling frequency is 8 kHz and the duty cycle is
20%. Calculate the magnitude and frequency for the five components in the spectrum up to the sec-
ond harmonic of the carrier. Calculate each side frequency as a separate component, and sketch to
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scale the portion of the spectrum in question. (Use the results of Problem 11.2 and note that the
arguments of the cosinusoids are in radians.)

The sampler in Problem 11.3 is operated at a sampling frequency of 5 kHz instead of 8 kHz.
Calculate the frequency of all components in the recovered signal after a low-pass filter with a
cutoff frequency of 3.5 kHz. What effect is this result evidence of?

Derive Eq. (11.3.5) for the situation of a maximum-sized sinusoidal signal input.

A sinusoidal signal with a maximum peak input voltage of 5 V is applied to a PCM channel using a
10-bit code word. Find (a) the number of quantization levels used, (b) the RMS quantization noise
level in volts, and (c) the maximum sinusoidal signal to quantization noise ratio in decibels.

Given Eq. (11.3.4), derive Eq. (11.3.7) for the decibel (S / N)q of a PCM system.

A PCM system is to carry a 20-kHz music channel. It is to have a signal-to-noise ratio of 80 dB and
the peak maximum signal is 15 dB over its rms value, (a) What sampling rate should be used?
(b) How many bits should be used in the sample code word?

Show that, if the output bit rate of a PCM system is 1.544 Mbps and raised-cosine filtering to protect
against IST with a roll-off factor of unity is used, the required transmission bandwidth is 1.544 MHz
(the same number as the bit rate).

A 15-kHz signal is transmitted on an 8-bit PCM channel. Raised- cosine filtering with p = 0.5 is
applied to the transmission facility to reduce ISI noise. Find (a) the bandwidth required on the trans-
mission facility and (b) the (S/N),,.

Explain how companding (compression before transmission and expansion after) reduces the amount
of noise introduced by the transmission channel.

Show that a . law compressor has no compression if p = 0, so that Vi = V.

Use Mathcad or a similar plotter to plot on the same graph, for values of (0 = x = 0.1) (a) the p law
characteristic for p = 255, and (b) the A law characteristic for A = 87.6. (Use the equations for x > 1/A.)

Repeat Problem 11.13 for . = 100 and A = 50.

For the . law encoder of Fig. 11.3.9, determine the code words for the following input voltages: (a) +857
mV, (b) —136 mV, (c) +4.125V, and (d) —0.015 V. Assume a maximum voltage range of 5.000 V.

For the p law decoder of Fig. 11.3.9, find the output voltage for the following code words, given that
Vo(max) = 8159 mV: (a) 1101 0110, (b) 0000 0010, (c) 1000 0000, and (d) 7E (hex).

Generate PWM using the modulate(.) command in MATLAB.

Generate PPM using the modulate(.) command in MATLAB.

Plot the A-law using MATLAB.

Plot the u-law using MATLAB.

Consider a chopper sampled waveform given by the equation: x,(f) = Cox(¢) + 2Cix(f)cosw,(?)

T
2CHx(t)cos2wy(t) + ---> with T = ?S, fs = 100Hz and x(¢) = 2 + 2cos607t + 2cos1607rt. Draw and

label the one-sided spectrum of x(#) for 0 = f = 300Hz. Then find the output waveform when x(¢)
is applied to an ideal low pass filter with B = 75Hz.

The signal x() = sinc*5t is ideally sampled at =0, £0.1, =0.2,... and reconstructed by an ideal low
pass filter with bandwidth, B = 5, unit gain, and zero time delay. Carry out the sampling and
re-construction graphically, using MATLAB.

What is the Nyquist rate to adequately sample the following signals: (a) sinc(100¢) and (b) sincz(lOOt).
Show that a PAM signal can be demodulated using a product detector. Specify the frequency param-
eters for the local oscillator (LO) and the low pass filter.
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Digital Communications

12.1 Introduction

As mentioned in the introduction to Chapter 3, digital signals are coded representations of information to be
transmitted. The block diagram of a basic digital communications system is shown in Fig. 12.1.1. The
diagram shows a number of encoding functions. The source encoder converts the information into binary
code; each source codeword then represents one of the discrete levels at the input. If the input is an analog
waveform, part of the job of the source encoder is to first digitize this. Source encoding for speech wave-
forms is described in detail in Chapter 11.

The next function shown is that of channel encoding, which generates channel codewords from the
source codewords. Certain bit patterns in the source codewords may be troublesome to transmit, and one func-
tion of channel encoding is to change these. The high-density bipolar codes described in Chapter 3 are exam-
ples of this aspect of channel encoding. Another function of channel encoding is to alter the source codewords
in a controlled manner in order to combat noise-induced errors at the receiving end. This is channel encoding
for error control and is described more fully in Section 12.13.

Information

S Ch: 1
input —>| ouree ane Modulator LPF
encoder encoder
Channel
Information S
output | SO 1 Channel Director |« LPF
encoder encoder g

ion

Figure 12.1.1 Basic digital communications system.
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For transmission, a continuous waveform is modulated by the channel codewords, this being the function
of the modulator. The continuous waveform may be a carrier wave as described in Chapters 8 and 10, and the
modulated waves in such cases are referred to as band-pass waveforms. Band-pass waveforms are required for
radio transmission. The modulated continuous wave may also be simply a dc level change, for example the
unipolar and polar waveforms described in Chapter 3. These are referred to as baseband waveforms, and they
are suitable for transmission over lines. Hence they are also known as line waveforms.

The waveforms, whether baseband or band pass, are referred to as digital waveforms or digital signals,
although in fact they are continuous waveforms that are analog representations of the channel codewords.
Referring to them as digital waveforms does make clear the distinction between this mode of analog trans-
mission and analog communications, in which information such as speech is transmitted in analog rather
than digitally encoded form.

To recover the information contained in the transmitted waveform, the receiver must have decoding func-
tions corresponding to the encoding functions at the transmitter, as shown in Fig. 12.1.1. In addition, in what
are termed self-synchronizing systems, the receiver requires circuitry to recover correct bit timing and, in the
case of band-pass systems, the carrier frequency. These functions are in the block labeled synchronization.

12.2 Synchronization

Synchronization is required at a number of different levels in digital communications systems, these being
classified as follows:

1. Network synchronization: required so that stations sharing a network can transmit and receive in
an orderly fashion.

2. Frame synchronization: required to keep track of the individual channels in a time division
multiplexed system as described in Chapter 11.

3. Codeword and node synchronization: required to keep track of blocks of bits in a bit stream, where
each block forms a codeword, usually designed for the purpose of error control. This is discussed
further in Section 12.13.

4. Symbol synchronization: required in order that symbols, which maybe hidden in a noisy wave-
form, are sampled at the optimum time. This is discussed further in Section 12.7 under the head-
ing of bit-timing recovery.

5. Carrier synchronization: required in order to demodulate a carrier modulated wave in the most
efficient manner. This is discussed further in Section 12.9.

Network synchronization is a specialized topic, which will not be covered in this book. In this chapter
the emphasis will be on the self-clocking or self-synchronizing systems, in which the synchronization informa-
tion is obtained from the transmitted waveform itself, rather than utilizing special synchronizing bits. This is
often referred to simply as synchronous transmission. A characteristic of synchronous transmission is that each
bit in the message suffers the same transmission delay. In the next section, very brief mention is made of another
form of transmission known as asynchronous transmission, which utilizes special codes for synchronization.

12.3 Asynchronous Transmission

Asynchronous means, rather generally, not synchronous and is used to denote digital systems where there is
no synchronization between transmit and receive clocks. In asynchronous transmission, codewords are
preceded by a start symbol and followed by a stop symbol. These frame individual codewords, which in turn
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represent individual discrete characters. Examples of two binary codes used for asynchronous transmission
are shown in Fig. 12.3.1.

Figure 12.3.2 shows the structure for these 5-bit and 8-bit codes. The idle condition on the line is always
high, so that the start of a codeword transmission is always indicated by a waveform transition from high to

Bit position

Bit position 76 76
Character 12345 ol | 10 |8 |76] s4321
1 A - 11000 SPACE @ 00000
2 B ? 10011 ! A 00001
3 ¢ : 01110 B 00010
4 D WRU 00010 # C 00011
5 E 3 10000 S D 00100
6 F % 10110 % E 00101
7 G @ 01011 & F 00110
8 H £ 00100 ‘ G 00111
9 1 8 01100 ) H 01000
10 1 BELL 11010 ) I 01001
4 ] 01010
11 K ( 11110 + K 01011
12 L ) 01001 L }: 01100
13 M . 00111 M| R 01101
14 N 00110 N | 01110
15 o 9 00011 Ol 01111
16 P 9 01101 n— v .
17 Q 1 00111 r 9y P 10000"
18 R 4 01010 1 Qg 10001,
19 3 , 10100 121 R 1'0010.
20 T 5 00001 13, S 100111
V4 T 1.0100:
21 U 7 11100 150U 10101,
2 v o= 01111 el v }:811}?'
23 W2 11001 17 w !
24 x 10111 18, X 11000
25 Y 6 10101 194 Y 01001!
26 Z + 10001 : z 11010’
: [ 11011
27 CARR.RETURN | 00010 S itio1
28 LINE FEED 01000 - L 11110
29 FIGS. SHIFT 11011 5 1111
30 LETT. SHIFT 11111 : -
31 SPACE 00100
32 BLANK 00000 76 = 00 group-control codes
76 = 11 group-lower case alpha
and special marks
(a) (b)

Figure 12.3.1 (a) CCITT-2 and (b) ASCII asynchronous codes. (Courtesy Howard W. Sams and Company, Inc.)

MARK (1) = Rt EEEEE R B e
STOP | START | 1 ] 2 [ 3 ] 4 | 5 | STOP START
SPACE (0) [ JER [ R —
1 bi i
@ |<— it ->|<— 1.5 bits —>|
STOP | 1 ] 2 ] 3 [ 4 ] ] [ | STOP START

®) —>| 1 bit |<_2 blts

Figure 12.3.2 Character structure for (a) the CCITT-2 code and (b) the ASCII code.
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low, and the end of a codeword transmission by a transition from low to high. It is necessary for the receiver to
be able to keep track of the number of bits between start and stop symbols, so local synchronization is neces-
sary. Note, however, that the receiver timing does not have to be synchronized to the transmitter timing.
Asynchronous transmission finds greatest use where data are generated sporadically, an example being the
output from a manually operated keyboard.

Another level of asynchronous transmission can be found in integrated services digital networks
(ISDN), which provide end-to-end digital transmission. The European authorities presently have the objec-
tive of providing broadband data channels for ISDN using the asynchronous transfer mode (ATM). In this
mode, virtual channels are created by grouping the high-speed data into packets which are then transmitted
asynchronously over a number of lower speed channels, and reassembled at the receiving end.

12.4 Probability of Bit Error in Baseband Transmission

Thermal noise, discussed in Chapter 4, tends to degrade a communications system, and in digital communica-
tions, the degradation takes the form of errors introduced into a bit stream. Although the noise may originate at
a number of points in the system, it may be represented as a noise voltage at the receiver input, as was done for
AM and FM receivers. Figure 12.4.1(a) shows the receiver for a baseband digital system including noise.

The received signal is shown as v(), the noise voltage referred to the receiver input as n(), and the noisy
signal is the sum of these. The noisy signal is passed through a low-pass filter to limit the noise. The filter has
a transfer function Hg(f), which may also form part of the overall filtering needed to eliminate intersymbol

u0) Lo |0 [ TSI T ()
hold Comparator—— >

n(t Bit- J F
@ timing Vru

recovery

(@)
vi(?) v(?) v3()
WANA
A \’/ Sampling
\points
(b)
vi(®) +ny(0) V(1) v3(7)
[ xError _
Sampling
points ©

Figure 12.4.1 (a) Digital baseband receiver including noise. (b) Signal conditions without noise. (c) Signal conditions
with noise, showing how an error can occur.
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interference (see Section 3.6). The received signal after filtering is shown as v{(f). This is sampled at the bit rate
by means of the sample-and-hold circuit. The timing of the sampling circuit is critical and will be discussed
shortly. For the present it will be assumed that the sampling is synchronized for optimum reception. This
means that if no noise was present the received pulses would be sampled at or near their peak values, as shown
in Fig. 12.4.1(b). To illustrate the process, a polar signal is shown where the peak values =A represent binary
1 and 0, respectively. The sample-and-hold circuit produces output levels, shown as v»(¢) and these in turn are
compared to a threshold level. Received levels above the threshold result in a +A output pulse and below the
threshold a —A output pulse, shown as v3(?).

There is a finite probability that noise will introduce an error, as shown in Fig. 12.4.1(c), and for digital
systems, an important design parameter is the probability of bit error. How good or bad a system is in relation
to the bit-error probability can only be established by experience. For example, for acceptable-quality speech
signals the bit-error probability should be no more than Pj, = 1075, while some data transmission systems may
require values of Pp, = 10" % or less. A probability of bit error of 10> means that, on average, 1 bit in every
100,000 will be in error. The probability of bit error is also referred to as the bit-error rate, denoted by BER.

Calculation of the bit-error probability requires a knowledge of the statistics of the noise and some
details of the detection process. As shown, the sampled voltage is compared to a threshold voltage Vry. If
the sampled voltage is less than the threshold, the output from the comparator is low, indicating a binary 0.
If it is above the threshold, the output is high, indicating a binary 1. Choice of the threshold is important, and
where the transmitted bits are equiprobable, the threshold is set at the average voltage of the received base-
band signal. For the polar waveform this is simply zero, and for a unipolar waveform of peak value A, it is
A/2. Thus, in either case, positive-going pulses result in a high output and negative-going pulses in a low
output. The bit error probability becomes a function of the peak swing about the threshold level. Denoting
this by V, then for the binary polar waveform

Vs = Vpeak — Tty
=A—-0
=A (12.4.1)

and for the binary unipolar waveform

Vs = Vpeak = Vi

SR

(12.4.2)

o >

The noise statistics are determined by the manner in which the noise is generated, and a widely used model
is Gaussian noise. For example, the thermal noise described in Chapter 4 has Gaussian statistics. The statistical
details will not be given here, but the noise can be assumed to have a zero-mean value and a root-mean-square
voltage V,,. The average probability of a bit error takes into account the probability that a transmitted 1 will be
erroneously detected as a 0, and a transmitted 0 as a 1. The probability is given by a statistical function known
as the complementary error function, denoted by erfc( - ).

1
P,, = ~erfc

( Vs ) (12.4.3)
2

\V2v

n

This function is generally available in tabular and graphical form as shown in Fig. 12.4.2.
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Figure 12.4.2 Bit-error probability function.

Mathematical computer programs such as Mathcad include some form of error function as one of the
built-in functions. In some instances the built-in function is a standard error function erf( - ), related to the
complementary error function as

erfc(x) = 1 — erf(x) (12.4.4)

— EXAMPLE 124.1

For a binary polar waveform, the received signal-to-noise voltage ratio is V /V,, = 4. Determine values of
(a) erf(4/V2), (b) erfc(4/V2), and (c) the bit error probability.

SOLUTION (a) Using Mathcad, the value of erf(4/ \6) = (0.99994

(b) . erfc(4/V2) =1 —0.99994 = 6 X 10>
5

1 _ _
© Ppe =5 X6X10 S-3x%x10

At the risk of confusing matters, yet a third function must be mentioned that is often used to specify
bit-error probability. This is known as the Q-function, and it is related to the complementary error function as

O(x) = %erfc (\"6) (12.4.5)

It follows therefore, that in terms of the Q-function

Ppe = Q(“f) (12.4.6)

It will be seen that the functions erf(x), erfc(x), and Q(x) are interrelated and are simply different ways
of expressing the same information. In this text, to avoid confusion, the erfc(x) function will be used.
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— EXAMPLE 12.4.2

For a binary unipolar signal, the received signal voltage has a maximum value of 4 mV. The rms noise
voltage is 0.5 mV. Determine the bit-error probability.

SOLUTION A = 4 mV and therefore the threshold voltage for the comparator should be Vg = A/2=
2 mV. The voltage swing about threshold is V, = 2 mV, from which

1
Py, = —erfc

2 -5
—= | =317 %X 10
_ 2 (\/Exo.s)

To bring out more clearly the advantage of polar transmission over unipolar transmission, a comparison
of the bit-error probabilities can be made for the same received signal-to-noise ratio in each case. As shown
in Chapter 4, the signal-to-noise ratio can be expressed in terms of voltages as

2
S _ (Vrms) (12.4.7)
N Vi

where Vs the root-mean-square signal voltage. For the random polar waveform of rectangular pulses of
amplitude Apol’ Vims = A,,> and as shown previously, the swing about the threshold for the polar waveform
is Vg = Ayl Hence

pol>

Vs Vims

Vi Vi
_ /S (12.4.8)

N

Thus Eq. (12.4.3) for the probability of bit error for polar transmission becomes

1 1 ,/s
Py, 2erfc(\f2\fN) (12.4.9)

For the unipolar waveform of pulse height A ., V. .= A,/ V2 and the swing about threshold is

V= A2 = Vi’ V2. Hence

uni’

_\/LS (12.4.10)

and the corresponding probability of bit error, Eq. (12.4.3), for the unipolar transmission is

Pbezlerfc(l S) (12.4.11)
272 VN

The following example illustrates the difference between these two expressions for bit-error probability.
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— EXAMPLE 12.4.3

Compare the bit-error probabilities for polar and unipolar transmissions for which the received S/N ratio
is 9 dB in each case.

SOLUTION First convert the decibel value to a power ratio: 9 dB = 7.94.

1 1 -3
Polar: Py, = —erfc|—=V7.94| = 25 X 10
olar be = S er c(\f2 )

1 1 -
Unipolar: Py, = Eerfc(g \/7.94) =25x%x1072

AMI encoding is like unipolar encoding but with two thresholds, one at +A/2 and the other at —A/2. A
signal level falling between these will be interpreted as a binary 0, and if falling outside these, whether on the
positive or negative side, as a binary 1. The resulting bit-error probability is given by

Py :3erfc(1 S) (12.4.12)

12.5 Matched Filter

The low-pass filter shown in Fig. 12.4.1 can be designed to maximize the received ratio V /V,, it being known
as a matched filter under these conditions. Consider first the situation where the received pulses are time lim-
ited. This means that each pulse has a definite cutoff point beyond which it is zero, and overlap of pulses trans-
mitted in sequence can be avoided. In other words, by time-limiting the pulses intersymbol interference (ISI)
is avoided, and the only design criterion for the matched filter is maximizing the signal-to-noise voltage ratio.
To do this, the transfer function of the matched filter is designed to be inversely proportional to the noise spec-
tral density, with the result that the noise spectrum at the output of the filter tends to be flat. The transfer func-
tion is also made proportional to the voltage spectrum density of the signal pulse, which results in an output
pulse that is more peaked than that at the input, and sampling takes place at the peak. The filter in effect dis-
torts the received pulse such that it has a well-defined maximum at the sampling instant, while reducing the
noise through shaping the spectrum.

The detailed analysis of the matched filter is too advanced to be included here, but the results can be
stated. Before doing so, two important parameters, the average bit energy and the noise spectrum density for
white noise, need to be defined. Let T}, represent the bit duration, and P, be the average power in the received
signal; then the average bit energy is

Ep, = PgTy

_Pr (12.5.1)
Ry

If the binary 1’s and 0’s are generated with equal probability by the source, then the average bit energy
is E}, for each type of bit. As shown in Chapter 3, a higher density of 1’s is sometimes introduced into the
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binary waveform to assist in bit-timing recovery, in which case the energy for each type of bit will differ.
However, to illustrate the basic principles of matched filtering, equiprobable bits will be assumed.

By white noise is meant noise that has a flat frequency spectrum (see Chapter 4), the one-sided noise
spectral density being given by

N, = kT joules (12.5.2)

Here, J; is the noise temperature referred to the receiver input, and k is Boltzmann’s constant (Js is used for
temperature rather than 7 to avoid confusion with T used for time). Under these conditions, the matched
filter yields a maximum value of the signal-to-noise voltage ratio given by

Unipolar: (Vs) = \ /@ (12.5.3)
Vl’l max NO

Polar: (VS) e (12.5.4)
Vl’l max NO

It is important to note that this maximum value depends on the energy in the pulse and not the pulse
shape. The minimum bit-error probability, obtained when the signal-to-noise voltage ratio is maximized, is

Unipolar: — erfc \ / (12.5.5)

Polar: — erfc (12.5.6)

The ratio E}, /N, is a key parameter in the design of digital communications systems. Note that it is a
dimensionless ratio since both quantities have dimensions of joules, and it is normally expressed in decibels,
where

E E
ldB =10 logl (12.5.7)
No No

— EXAMPLE 12.5.1

A binary unipolar signal has an average power of 6 pW, and the pulse duration is 0.02 ws. The equivalent
noise temperature at the receiver input is 550 K. Determine the bit-error probability.

—12 6 19

SOLUTION The average energy per pulse is E,= 6 X 10 >< 0.02 X 10 >=12X10 7 J. The
noise spectral density is N, =1.38 X 10 ~23 %550 = 7.59 x 10~ 2! J. Hence E,/N,= 15.81 or = 24 dB.

1 15.81 s
Py, = Eerfc T =35X10

Because of the importance of the relationship between Py, and Ej,/N,, the graph of Fig. 12.4.2 is replotted
in Fig. 12.5.1 with E,/N, as abscissa.

The matched filter can be built in a number of ways, but each design is quite specific to the digital wave-
form being transmitted. A popular form of matched filter for binary waveforms where the received pulse is close
to rectangular is shown in Fig. 12.5.2. The low-pass filter limits the noise bandwidth without significantly
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Figure 12.5.1 Bit-error probability as a function of E}/N,, in decibels for unipolar and polar waveforms. Equal received
powers are assumed in each case.
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Figure 12.5.2 Matched filter for rectangular pulses.

affecting the signal pulse shape. The assumption of rectangular pulses means that a comparatively wide band-
width transmission system is being used and intersymbol interference is avoided (see Section 3.6).

The matched filter shown in Fig. 12.5.2 is known as an integrate and dump circuit. The integrator
integrates the incoming signal over each bit period. Accurate synchronization of switches SWy and SW, is
required to ensure that integration starts at the beginning of a bit period and finishes at the end of the bit period.
Switch SW; is momentarily closed as the integration is completed to allow the output to be sampled while the
capacitor is fully charged. In this way, the maximum signal level is reached. Immediately after sampling, switch
SW, is closed momentarily to discharge the capacitor (the charge is dumped), which resets the initial conditions
for the next bit. For a rectangular pulse of level A, the sampled signal voltage (excluding the noise) is

Vout = A% (12.5.8)

where T = RC is the integrator time constant. To obtain the sampled output signal in terms of the input signal
power, consider the input to the receiver to be a voltage source of internal resistance R providing an available
input power Pg. For a unipolar stream of equiprobable bits, where 1’s are a rectangular pulse of + A volts, and
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0’s are zero volts, the rms voltage is A / \/5) (coincidentally the same as for a sine wave). Hence the
maximum power transfer theorem yields.

2
Py = A (12.5.9)

8R,

But, as known, E,= Pg T}, and combining these results gives, for the sampled output voltage,
V 8R.E,T,
Unipolar: Vi = %bb (12.5.10)
For the polar waveform, the rms voltage is A, and hence

Polar: Vout = VAR ETy (12.5.11)

T
The swing about the threshold depends on the nature of the input signal, whether it is unipolar or polar. As
shown previously, for unipolar signals the threshold is set at one-half the output voltage, and hence the swing is
Vs = Vou — Vru
_ V2REWT) (12.5.12)

Unipolar:

T
For polar waveforms, the threshold is zero, and therefore

Polar: v, = ——>2bb AREpTy (12.5.13)
: T
Finding the mean-square noise output voltage is more difficult. The transfer function for the integrator
that integrates over a period Ty, is
1 — e /T
Hf) =——— (12.5.14)
joT

This rather formidable expression can be used to find the equivalent noise bandwidth as described in Section 4.2.
The integration will not be carried out here, but the result is that By = Tb/(ZTZ), and the noise voltage output

originating from the source of internal resistance Rj is

Vﬁ out = 4RkT By

= 4RN,By (12.5.15)
Substituting for B N and simplifying yields
_ V2RNoT), (12.5.16)
nout — T
Hence the maximum signal-to-noise voltage ratio is
E
Unipolar: (VS) —\/=L (12.5.17)
Vl’l max N()
V. 2E
Polar: (“) = \/=2 (12.5.18)
Vn max NO

Thus, the integrate and dump circuit yields the maximum ratios as given by Eqgs. (12.5.3) and (12.5.4).
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12.6 Optimum Terminal Filters

The matched filter described in the previous section is optimum in the sense that it maximizes the signal-to-noise
ratio at the input to the decision detector, but it requires an input signal for which ISI is absent: that is, the pulses
do not overlap to any significant extent. However, as shown in Section 3.6, where the bandwidth of the trans-
mission system is limited, pulses may overlap, and the receive filter must shape the incoming pulses so that ISI
is avoided. For a given channel response and given input pulse shape at the transmitter, the frequency responses
of the transmit and receive filters together determine the final pulse shape at the receiver, as shown by
Eq. (3.7.1).

Where these filters are designed to maximize the received signal-to-noise ratio and eliminate ISI, they
are known as optimum terminal filters. Under certain conditions it is possible to use identical filters at the
transmitter and receiver, which affords considerable savings in production and maintenance costs. In general,
the maximum signal-to-noise ratio obtained with optimum filters will be less than that achieved using a
matched filter at the receiver. In practice, the receive filter may be designed in two sections. One section
meets the optimum terminal requirements under normal (or so-called standard) operating conditions, and a
second section, known as an equalizer filter; is used to fine-tune the overall response, to take into account
unpredictable variations in the communications link.

Where the channel introduces a constant attenuation and constant time delay, as for example in dig-
ital radio systems, the optimum terminal filter is in fact a matched filter, and the minimum bit-error rate is
achieved.

12.7 Bit-timing Recovery

It is seen that accurate bit timing is needed at the receiver in order to be able to sample the received waveform
at the optimum points. Although in some systems a clocking signal is transmitted as a separate component
along with the information signal, the most common arrangement is where the clocking signal is extracted from
the information signal itself. These are known as self-clockingor self-synchronizingsystems. As shown in
Chapter 3, line waveforms that have a high density of zero crossings can be devised, and a zero-crossing detec-
tor can be used at the receiver to recover the clocking signal. In practice, the received waveform is often badly
distorted by the frequency response of the transmission link and by noise, and the design of the bit-timing
recovery is quite complicated. In most instances the spectrum of the received waveform will not contain a dis-
crete component at the clock frequency. However, it can be shown that a periodic component at the clocking
frequency is present in the squared waveform for digital signals (unless the received pulses are exactly rectan-
gular, in which case squaring simply produces a dc level for a binary waveform). A commonly used baseband
scheme is shown in block schematic form in Fig. 12.7.1.

As mentioned in the previous section, the optimum terminal filter is in two sections, shown as A and B
in Fig. 12.7.1. The signal for the bit-timing recovery is tapped from the junction between Aand B and passed
along a separate branch, which consists of a filter, a squaring circuit, and a band-pass filter that is sharply tuned
to the clock frequency component present in the spectrum of the squared signal. This is then used to
synchronize the clocking circuit, the output of which clocks the sampler in the detector branch. (Further
details of this arrangement will be found in “Carrier and Bit Synchronization in Data Communication—A
Tutorial Review,” by L. E. Franks, IEEE Transactions on Communications, Vol. COM28, no. 8, August 1980.)

Another arrangement referred to as the early—late gate is shown in Fig. 12.7.2. This method does not
rely on there being a clocking component in the spectrum of the received waveform; rather the circuit utilizes
a feedback loop in which magnitude changes in the outputs from matched filters control the frequency of a
local clocking circuit.
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Figure 12.7.2 Early-late gate circuit for bit-timing recovery.

With a rectangular pulse waveform, the matched filters take the form of integrate-and-dump filters,
indicated by the 1&D blocks in Fig. 12.7.2, although the circuit is readily modified to suit other pulse shapes.
VCC is a voltage-controlled clock, which is similar in operation to a voltage-controlled oscillator (VCO),
except that the output is a clocking signal rather than a sinusoid. Assuming for the moment that the VCC is
correct, the timing pulses going to I&D 2 and 3 circuits are symmetrically advanced and retarded by an amount
A, which is small compared to the bit period. This means that the integrate—sample—dump operations of 1&D 2
start and finish early compared to the correct times, while the corresponding operations of 1&D 3 start and fin-
ish late by an equal amount. The squaring circuits ensure that the output waveform from each 1&D circuit con-
sists of positive-going impulses of varying magnitudes. The output from one of the 1&D circuits is inverted so
that the output from the summing junction is a waveform consisting of alternating positive and negative
impulses. The average of this waveform, obtained by low-pass filtering as shown, is applied as a control volt-
age to the VCC, and, for example, if the amplitudes of the impulses are equal, zero control voltage results.

It is a property of integrate-and-dump filters that the magnitude of the output has the same value for a
symmetrical displacement of =/ about the correct timing, and hence the average output from the summing
junction will be zero when the clock is correct. If however, the clock itself is off by an amount 8, then the dis-
placement is asymmetrcal. For example, if the clock is in advance by 8, then the timing of 1&D 2 will be
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advanced by A + 3, and that of I&D 3 will be retarded by A — 8. This asymmetry results in the outputs no
longer being equal on average, and so a finite control voltage is applied to the VCC to reduce the error 3.

Bit-timing recovery is one aspect of synchronization. Where the information is transmitted in blocks
or frames, framing codewords are interleaved with the data stream so that the blocks can be identified.

12.8 Eye Diagrams

An eye diagram provides a useful way of examining a digital signal for the effects of noise, ISI, and timing
jitter. It consists of an oscilloscope display in which the time base is synchronized to the bit rate, and the digital
waveform provides the vertical deflection signal. The time base is usually limited to a width of two symbol
periods (bit periods if a binary signal is being displayed) and is triggered to start at the center of peaks (the
sampling points).

Figure 12.8.1(a) shows part of a random binary waveform and Fig. 12.8.1(b) the corresponding eye
diagram. The letters on the waveform are shown for the purpose of illustrating how the eye diagram is traced out.
Starting at A, the two periods covered by A-B—C-D-E are traced out. At E, the oscilloscope is retriggered, so
that the E-F-G pattern starts at the same point as A. At G, retriggering again occurs, and the next two periods
are traced out. Over many bit periods, many of the traces coincide, and this, along with the normal persistence
of the tube phosphor, creates the appearance of a stationary pattern similar to that shown in Fig. 12.8.1(b).

The eye diagram shown in Fig. 12.8.1(b) illustrates the ideal condition where the waveforms of over-
lapping bits are identical so that no blurring of the traces occurs. In practice, IST if present will alter the pulse
shapes from bit to bit, and noise will also prevent overlapping pulses from having identical shapes. The result
is that the traces become smeared out, as shown in Fig. 12.8.2.

As Fig. 12.8.2 shows, the effect of noise and ISI is to “close the eye,” which reduces the noise margin.
The noise margin is the difference between the 0-V level and the lower limit at the peaks, where the signal
would normally be sampled. The slope of the waveform around the edges of the eye indicates the sensitiv-
ity of the system to timing errors. If timing errors move the sample point away from center, but the slope is
small, there will be little change in the sampled value. If, however, the slope is large, a small timing error
can result in a large change of level, so the sampled value may be in error.

Pulse distortion also blurs the zero crossover points. This reduces the range over which sampling may take
place. In addition, the detection of zero crossover points is used to generate the clocking signal for bit timing at
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Figure 12.8.1 (a) Part of a random binary waveform. (b) Corresponding eye diagram.
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Figure 12.8.2 Showing how the impairments are determined from an eye diagram.

the receiver. The distortion occurring at the crossover points introduces uncertainty in the bit timing, giving rise
to the fiming jitter mentioned previously.

12.9 Digital Carrier Systems

Digital data may be modulated onto a carrier wave. In general, the function of the carrier is to shift the digital
data from the baseband region into a pass-band region of the frequency spectrum. Passband signals are needed,
for example, in radio transmission and also for frequency multiplexing on lines. The modulation methods of
amplitude, frequency, and phase, described in previous chapters, are all feasible for digital signals and in fact are
usually easier to implement than is the case with analog signals. As with analog modulation, the carrier is a sinu-
soidal (or cosinusoidal) wave, and the waveforms for three common types of binary modulated carriers are
shown in Fig. 12.9.1.

I~

/

V U ! On—off keying (OOK)

t
Binary phase shift keying (BPSK)

Binary frequency shift keying (BFSK)

C(© :
Figure 12.9.1 Binary modulated carriers: (a) binary amplitude shift keying (BASK), also known as on—off keying (OOK);
(b) binary phase shift keying (BPSK), also known as phase reversal keying (PRK); (c) binary frequency shift keying (BFSK).
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As shown in Section 12.5, a key parameter in digital systems is the E},/N, ratio, where E}, is the average
bit energy and N, the thermal noise power density. The average bit energy can be found from the average received
power and the bit rate, as shown by Eq. (12.5.1). In the case of the carrier systems shown, assuming a carrier of
rms value E, and a load resistance of 12, the average received power for the BPSK and BFSK waves is simply
E ZC. For the OOK wave the average received power is E 26/2, because it is off half the time on average. This must
be kept in mind when comparing binary modulated carriers. If the average received power is the same in each
case, the bit energy will also be the same, but this requires that during the on periods for OOK the transmitted
power must be doubled or the power amplifiers operated at a peak voltage level that is V2 times that for con-
tinuous carrier systems. If the comparison is made on the basis of the same value of received voltage, then the
average power, and hence the bit energy, of the OOK modulation is half that of the other modulation methods.

Amplitude Shift Keying

With amplitude modulation the digital signal is used to switch the carrier between amplitude levels, and
hence it is referred to as amplitude shift keying (ASK). The particular case of binary modulation is illustrated
in Fig. 12.9.2, where the modulating waveform consists of unipolar pulses. Because in this particular case
the carrier is switched on and off, the method is known as on—off keying (OOK), or sometimes as interrupted
continuous wave (ICW) transmission.

Amplitude shift keying is fairly simple to implement in practice, but it is less efficient than angle-
modulation methods, to be described shortly, and is not as widely used in practice. Applications do arise, however,
in such diverse areas as emergency radio transmissions and fiber-optic communications (described in chapter 20).
On-—off keying of a radio transmitter may be achieved as shown in the block diagram of Fig. 12.9.3(a).

In Fig. 12.9.3(a), the carrier frequency is generated by a crystal oscillator, which is followed by a buffer
amplifier to maintain good frequency stability. Again in the interests of maintaining good frequency stability, the
oscillator frequency is usually lower than the required carrier frequency, and one or more frequency multiplier
stages are necessary. The driver amplifier is a power amplifier that provides the required drive for the final RF
amplifier, which is a class C stage. This is similar to the circuits described in Section 8.10. Although the keying
circuit could be used to simply interrupt the current in the final amplifier by means of a “make-break” contact,

oL 1 | | [ g
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Figure 12.9.2 Amplitude shift keying (ASK) (a) with unipolar rectangular pulses and (b) with filtered pulses.
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Figure 12.9.3 On-—off keying achieved by (a) controlling the bias of a radio telegraph transmitter and (b) use of a mul-
tiplier circuit.

this could give rise to undesirable transients and would be avoided in high-power circuits. The more usual
method is to use the keying signal to bias the class C into cutoff for the off binary bits. For radio transmission it
is undesirable to have rapid changes in amplitude because these give rise to sideband spatter; and the digital
modulating waveform is filtered to remove the sharp transitions so that the modulated waveform appears more
as shown in Fig. 12.9.1(b). A simple RC filter may be used, and in practice this may have a time constant on
the order of 2 ms.

Although keying could take place at a lower power stage in the transmitter, this is not usually done
since the class C bias on the final amplifier is derived from the drive signal, and removal of this could result
in excessive current rise in the final amplifier. Where only low power stages are involved, a product modu-
lator may be used, as shown in Fig. 12.9.3(b). Denoting the unmodulated carrier by

ec(t) = E. max cosQ2mft + de) (12.9.1)
and the binary modulating waveform as e,(f), then the modulated waveform is
e(r) = ke, (1) cos2mf.t + db.) (12.9.2)

Although this appears identical to the DSBSC expression given by Eq. (8.9.1), the difference is that a dc com-
ponent is present in the unipolar waveform, and this results in a carrier component being present in the spectrum.
For example, if the unipolar waveform consists of an alternating series ...1 0 1 0 1 0..., it appears just as the square
wave of Fig. 2.7.2, and hence the modulated spectrum has side frequencies extending indefinitely on either side
of the carrier, as shown in Fig. 12.9.4(a).
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More generally, when the binary waveform is random, the baseband spectrum for the ac component is as
shown in Fig. 3.4.3, and the modulated spectrum (in this case a spectrum density) is as shown in Fig. 12.9.4(b).
Again, the dc component gives rise to a spike at the carrier frequency in the spectrum density plot. The presence
of a component at the carrier frequency is important in the coherent detection of OOK waveforms, to be
discussed shortly.

If B is the overall system bandwidth for the binary signal, the bandwidth for the modulated wave, By, is

Br=2B (12.9.3)

In the particular case where raised-cosine filtering is used on the baseband signal, then from Eq. (3.7.3), the
modulated bandwidth becomes
1+p
2Ty,

= (1 + p)Ry (12.9.4)

BT:2

where Ry, = 1/T} is the transmitted bit rate. The ratio of bit rate to system bandwidth, the parameter defined
by Eq. (3.7.11), becomes, for the OOK modulated wave

_ R
=4

_ 1 (12.9.5)

_ 1
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Figure 12.9.4 (a) Spectrum for OOK squarewave modulation. (b) More general picture of the OOK spectrum.
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Figure 12.9.5 Synchronous demodulation of an OOK wave.

Thus, for the ideal bandwidth p = 0, OOK provides a rate of 1 bps/Hz, and for p = 1, the rate is
0.5 bps/Hz. Demodulation of the OOK waveform may take place using a simple envelope detector as described
in Section 8.11. A more efficient method is to use synchronous detection. This method is illustrated in block
schematic form in Fig. 12.9.5.

Synchronous detection requires a carrier recovery circuit, which is used to generate a local carrier
component exactly synchronized to the transmitted carrier. As shown, the spectrum contains a component at
the carrier frequency that can be used to phase lock the VCO in a PLL. Applying the locally generated carrier
and the received signal to the multiplier results in an output

eoui(t) = Ae(t) cos(2mfet + &)
= Ae, (1) [cos(2mfot + bo)]> (12.9.6)

where A is an amplitude constant. Expanding the cosine squared term,
eout(t) = Aey(1) % + %cos(4¢rfct + 2d,) (12.9.7)
The second harmonic carrier term is easily removed by filtering, leaving as the output
eout(?) = %em(t) (12.9.8)

Thus the baseband signal is recovered. The constant term A/2 is easily allowed for by adjustment of
gain. The synchronous detection just described is also referred to as coherent detection. The demodulation
of the OOK wave can also be carried out by using an envelope detector, as described in Section 8.11 (this
also being known as noncoherent or nonsynchronous detection). Once the baseband signal is recovered, it
can be used to regenerate new pulses, or the digital information can be recovered, as shown in Fig. 12.4.1(a).

The coherent detector is more complicated than the envelope detector, but it results in a lower proba-
bility of error for a given signal-to-noise input. The analysis will not be presented here, but the results are that
the coherent OOK detection has a probability of error identical to that for the baseband system, which for
optimum detection is given by Eq. (12.5.5) as

1 E
Py, = —erfc\/—2 (12.9.9)
2 2N,
The optimum noncoherent detector requires that E;,/N, > 1, and for this condition
P, = L ~E/2N, (12.9.10)
2

EXAMPLE 12.9.1

Calculate the bit-error probability for OOK using (a) synchronous carrier demodulation and (b) nonsyn-
chronous carrier demodulation when the bit energy to noise density ratio is 10 dB.
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SOLUTION 10dB = 10 : 1 energy ratio, and therefore:

1 10 _
(a) Ppo = Eerfc\/7 =783 %x10*

1
(b) Py = e 10/2 = 0.00337

In both cases, the bit energy is determined from the average carrier power. Let P represent the aver-

age received signal power; then for binary transmission
E}, = PgT),
_Pr (12.9.11)
Ry

A useful relationship can be derived between the Ej, /Ny ratio and the S/N ratio. 