


FIBER OPTICS
HANDBOOK



This page intentionally left blank.



Fiber, Devices, and Systems
for Optical Communications

Sponsored by the
OPTICAL SOCIETY OF AMERICA

Michael Bass Editor in Chief

School of Optics / The Center for Research and Education in Optics and Lasers (CREOL)
University of Central Florida

Orlando, Florida

Eric W. Van Stryland Associate Editor

School of Optics / The Center for Research and Education in Optics and Lasers (CREOL) 
University of Central Florida

Orlando, Florida

McGRAW-HILL

New York Chicago San Francisco Lisbon London

Madrid Mexico City Milan New Delhi San Juan Seoul

Singapore Sydney Toronto

FIBER OPTICS
HANDBOOK



Copyright © 2002 by The McGraw-Hill Companies, Inc. All rights reserved. Manufactured in the United States of America. Except

as permitted under the United States Copyright Act of 1976, no part of this publication may be reproduced or distributed in any form

or by any means, or stored in a database or retrieval system, without the prior written permission of the publisher. 

0-07-141477-0 

The material in this eBook also appears in the print version of this title: 0-07-138623-8.

All trademarks are trademarks of their respective owners. Rather than put a trademark symbol after every occurrence of a trade-

marked name, we use names in an editorial fashion only, and to the benefit of the trademark owner, with no intention of infringe-

ment of the trademark. Where such designations appear in this book, they have been printed with initial caps. McGraw-Hill

eBooks are available at special quantity discounts to use as premiums and sales promotions, or for use in corporate training pro-

grams. For more information, please contact George Hoare, Special Sales, at george_hoare@mcgraw-hill.com or (212) 904-4069. 

TERMS OF USE
This is a copyrighted work and The McGraw-Hill Companies, Inc. ( McGraw-Hill ) and its licensors reserve all rights in and to

the work. Use of this work is subject to these terms. Except as permitted under the Copyright Act of 1976 and the right to store

and retrieve one copy of the work, you may not decompile, disassemble, reverse engineer, reproduce, modify, create derivative

works based upon, transmit, distribute, disseminate, sell, publish or sublicense the work or any part of it without McGraw-Hill s

prior consent. You may use the work for your own noncommercial and personal use; any other use of the work is strictly prohib-

ited. Your right to use the work may be terminated if you fail to comply with these terms. 

THE WORK IS PROVIDED AS IS . McGRAW-HILL AND ITS LICENSORS MAKE NO GUARANTEES OR WAR-

RANTIES AS TO THE ACCURACY, ADEQUACY OR COMPLETENESS OF OR RESULTS TO BE OBTAINED FROM

USING THE WORK, INCLUDING ANY INFORMATION THAT CAN BE ACCESSED THROUGH THE WORK VIA

HYPERLINK OR OTHERWISE, AND EXPRESSLY DISCLAIM ANY WARRANTY, EXPRESS OR IMPLIED, INCLUDING

BUT NOT LIMITED TO IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR A PARTICULAR PUR-

POSE. McGraw-Hill and its licensors do not warrant or guarantee that the functions contained in the work will meet your require-

ments or that its operation will be uninterrupted or error free. Neither McGraw-Hill nor its licensors shall be liable to you or any-

one else for any inaccuracy, error or omission, regardless of cause, in the work or for any damages resulting therefrom. McGraw-

Hill has no responsibility for the content of any information accessed through the work. Under no circumstances shall McGraw-

Hill and/or its licensors be liable for any indirect, incidental, special, punitive, consequential or similar damages that result from

the use of or inability to use the work, even if any of them has been advised of the possibility of such damages. This limitation of

liability shall apply to any claim or cause whatsoever whether such claim or cause arises in contract, tort or otherwise.

DOI: 10.1036/0071414770

 abc
McGraw-Hill 



Want to learn more?

We hope you enjoy this McGraw-Hill eBook!  If you’d like more
information about this book, its author, or related books and
websites, please click here.



CONTENTS

Contributors ix

Preface xi

Chapter 1. Optical Fibers and Fiber-Optic Communications Tom G. Brown 1.1

1.1 Glossary / 1.1
1.2 Introduction / 1.3
1.3 Principles of Operation / 1.4
1.4 Fiber Dispersion and Attenuation / 1.8
1.5 Polarization Characteristics of Fibers / 1.11
1.6 Optical and Mechanical Properties of Fibers / 1.12
1.7 Optical Fiber Communications / 1.19
1.8 Nonlinear Optical Properties of Fibers / 1.37
1.9 Optical Fiber Materials: Chemistry and Fabrication / 1.42
1.10 References / 1.46
1.11 Further Reading / 1.49

Chapter 2. Optical Fiber Communication Technology and System Overview
Ira Jacobs 2.1

2.1 Introduction / 2.1
2.2 Basic Technology / 2.2
2.3 Receiver Sensitivity / 2.7
2.4 Bit Rate and Distance Limits / 2.10
2.5 Optical Amplifiers / 2.12
2.6 Fiber-Optic Networks / 2.13
2.7 Analog Transmission on Fiber / 2.14
2.8 Technology and Applications Directions / 2.16
2.9 References / 2.16

Chapter 3. Nonlinear Effects in Optical Fibers John A. Buck 3.1

3.1 Key Issues in Nonlinear Optics in Fibers / 3.1
3.2 Self- and Cross-Phase Modulation / 3.3
3.3 Stimulated Raman Scattering / 3.4
3.4 Stimulated Brillouin Scattering / 3.7
3.5 Four-Wave Mixing / 3.9
3.6 Conclusion / 3.12
3.7 References / 3.12

v

For more information about this book, click here.

Copyright © 2002 by the McGraw-Hill Companies, Inc. Click here for terms of use.



Chapter 4. Sources, Modulators, and Detectors for Fiber-Optic 
Communication Systems Elsa Garmire 4.1

4.1 Introduction / 4.1
4.2 Double Heterostructure Laser Diodes / 4.3
4.3 Operating Characteristics of Laser Diodes / 4.9
4.4 Transient Response of Laser Diodes / 4.15
4.5 Noise Characteristics of Laser Diodes / 4.22
4.6 Quantum Well and Strained Lasers / 4.28
4.7 Distributed Feedback (DFB) and Distributed Bragg Reflector (DBR) Lasers / 4.34
4.8 Light-Emitting Diodes (LEDs) / 4.39
4.9 Vertical Cavity Surface-Emitting Lasers (VCSELS) / 4.45
4.10 Lithium Niobate Modulators / 4.50
4.11 Electroabsorption Modulators for Fiber-Optic Systems / 4.57
4.12 Electro-Optic and Electrorefractive Semiconductor Modulators / 4.64
4.13 PIN Diodes / 4.66
4.14 Avalanche Photodiodes, MSM Detectors, and Schottky Diodes / 4.76
4.15 References / 4.78

Chapter 5. Optical Fiber Amplifiers John A. Buck 5.1

5.1 Introduction / 5.1
5.2 Rare-Earth-Doped Amplifier Configuration and Operation / 5.2
5.3 EDFA Physical Structure and Light Interactions / 5.3
5.4 Gain Formation in Other Rare-Earth Systems / 5.6
5.5 References / 5.7

Chapter 6. Fiber-Optic Communication Links (Telecom, Datacom, and Analog)
Casimer DeCusatis and Guifang Li 6.1

6.1 Introduction / 6.1
6.2 Figures of Merit: SNR, BER, MER, and SFDR / 6.2
6.3 Link Budget Analysis: Installation Loss / 6.7
6.4 Link Budget Analysis: Optical Power Penalties / 6.9
6.5 References / 6.18

Chapter 7. Solitons in Optical Fiber Communication Systems P. V. Mamyshev 7.1

7.1 Introduction / 7.1
7.2 Nature of the Classical Soliton / 7.2
7.3 Properties of Solitons / 7.4
7.4 Classical Soliton Transmission Systems / 7.5
7.5 Frequency-Guiding Filters / 7.7
7.6 Sliding Frequency-Guiding Filters / 7.8
7.7 Wavelength Division Multiplexing / 7.9
7.8 Dispersion-Managed Solitons / 7.12
7.9 Wavelength-Division Multiplexed Dispersion-Managed Soliton Transmission / 7.15
7.10 Conclusion / 7.17
7.11 References / 7.18

Chapter 8. Tapered-Fiber Couplers, MUX and deMUX Daniel Nolan 8.1

8.1 Introduction / 8.1
8.2 Achromaticity / 8.3

vi CONTENTS



8.3 Wavelength Division Multiplexing / 8.4
8.4 1 × N Power Splitters / 8.4
8.5 Switches and Attenuators / 8.5
8.6 Mach-Zehnder Devices / 8.6
8.7 Polarization Devices / 8.6
8.8 Summary / 8.8
8.9 References / 8.8

Chapter 9. Fiber Bragg Gratings Kenneth O. Hill 9.1

9.1 Glossary / 9.1
9.2 Introduction / 9.1
9.3 Photosensitivity / 9.2
9.4 Properties of Bragg Gratings / 9.3
9.5 Fabrication of Fiber Gratings / 9.5
9.6 The Application of Fiber Gratings / 9.8
9.7 References / 9.9

Chapter 10. Micro-Optics-Based Components for Networking Joseph C. Palais 10.1

10.1 Introduction / 10.1
10.2 Generalized Components / 10.1
10.3 Network Functions / 10.2
10.4 Subcomponents / 10.5
10.5 Components / 10.8
10.6 References / 10.11

Chapter 11. Semiconductor Optical Amplifiers and Wavelength Conversion
Ulf Österberg 11.1

11.1 Glossary / 11.1
11.2 Why Optical Amplification? / 11.2
11.3 Why Optical Wavelength Conversion? / 11.7
11.4 References / 11.9

Chapter 12. Optical Time-Division Multiplexed Communication Networks
Peter J. Delfyett 12.1

12.1 Glossary / 12.1
12.2 Introduction / 12.3
12.3 Time-Division Multiplexing and Time-Division Multiple Access / 12.16
12.4 Introduction to Device Technology / 12.24
12.5 Summary and Future Outlook / 12.42
12.6 Further Reading / 12.42

Chapter 13. Wavelength Domain Multiplexed (WDM) Fiber-Optic 
Communication Networks Alan E. Willner and Yong Xie 13.1

13.1 Introduction / 13.1
13.2 Fiber Impairments / 13.3
13.3 Basic Architecture of WDM Networks / 13.12
13.4 Erbium-Doped Fiber Amplifiers in WDM Networks / 13.17

CONTENTS vii



13.5 Dynamic Channel Power Equalization / 13.21
13.6 Crosstalk in WDM Networks / 13.24
13.7 Summary / 13.26
13.8 Acknowledgments / 13.27
13.9 References / 13.27

Chapter 14. Infrared Fibers James A. Harrington 14.1

14.1 Introduction / 14.1
14.2 Nonoxide and Heavy-Metal Oxide Glass IR Fibers / 14.4
14.3 Crystalline Fibers / 14.8
14.4 Hollow Waveguides / 14.11
14.5 Summary and Conclusions / 14.13
14.6 References / 14.14

Chapter 15. Optical Fiber Sensors Richard O. Claus, Ignacio Matias, 

and Francisco Arregui 15.1

15.1 Introduction / 15.1
15.2 Extrinsic Fabry-Perot Interferometric Sensors / 15.2
15.3 Intrinsic Fabry-Perot Interferometric Sensors / 15.4
15.4 Fiber Bragg Grating Sensors / 15.5
15.5 Long-Period Grating Sensors / 15.9
15.6 Comparison of Sensing Schemes / 15.14
15.7 Conclusion / 15.14
15.8 References / 15.14
15.9 Further Reading / 15.15

Chapter 16. Fiber-Optic Communication Standards Casimer DeCusatis 16.1

16.1 Introduction / 16.1
16.2 ESCON / 16.1
16.3 FDDI / 16.2
16.4 Fibre Channel Standard / 16.4
16.5 ATM/SONET / 16.6
16.6 Gigabit Ethernet / 16.7
16.7 References / 16.7

Index follows Chapter 16

viii CONTENTS



CONTRIBUTORS

Francisco Arregui Public University Navarra, Pamplona, Spain (CHAP. 15)

Tom G. Brown The Institute of Optics, University of Rochester, Rochester, New York (CHAP. 1)

John A. Buck School of Electrical and Computer Engineering, Georgia Institute of Technology, Atlanta,
Georgia (CHAPS. 3 AND 5)

Richard O. Claus Virginia Tech, Blacksburg, Virginia (CHAP. 15)

Casimer DeCusatis IBM Corporation, Poughkeepsie, New York (CHAPS. 6 AND 16)

Peter J. Delfyett School of Optics/The Center for Research and Education in Optics and Lasers
(CREOL), University of Central Florida, Orlando, Florida (CHAP. 12)

Elsa Garmire Dartmouth College, Hanover, New Hampshire (CHAP. 4)

James A. Harrington Rutgers University, Piscataway, New Jersey (CHAP. 14)

Kenneth O. Hill New Wave Photonics, Ottawa, Ontario, Canada (CHAP. 9)

Ira Jacobs Fiber and Electro-Optics Research Center, Virginia Polytechnic Institute and State University,
Blacksburg, Virginia (CHAP. 2)

Guifang Li School of Optics/The Center for Research and Education in Optics and Lasers (CREOL),
University of Central Florida, Orlando, Florida (CHAP. 6)

P. V. Mamyshev Bell Laboratories—Lucent Technologies, Holmdel, New Jersey (CHAP. 7)

Ignacio Matias Public University Navarra Pamplona, Spain (CHAP. 15)

Daniel Nolan Corning Inc., Corning, New York (CHAP. 8)

Ulf Österberg Thayer School of Engineering, Dartmouth College, Hanover, New Hampshire (CHAP. 11)

Joseph C. Palais Department of Electrical Engineering, College of Engineering and Applied Sciences,
Arizona State University, Tempe, Arizona (CHAP. 10)

Alan E. Willner Department of EE Systems, University of Southern California, Los Angeles, California
(CHAP. 13)

Yong Xie Department of EE Systems, University of Southern California, Los Angeles, California (CHAP. 13)

ix

Copyright © 2002 by the McGraw-Hill Companies, Inc. Click here for terms of use.



This page intentionally left blank.



PREFACE

Fiber optics has developed so rapidly during the last 30 years that it has become the backbone
of our communications systems, critical to many medical procedures, the basis of many criti-
cal sensors, and utilized in many laser manufacturing applications. This book is part of the
Handbook of Optics, Second Edition, Vol. IV, devoted to fiber optics and fiber optics com-
munications.

The articles it contains cover both fiber optics and devices and systems for fiber optics
communications. We thank Prof. Guifang Li of the School of Optics/CREOL and Dr. Casimir
DeCusatis of IBM for organizing these articles and recruiting the authors. The result is a
coherent and thorough presentation of the issues in fiber optics and in fiber optics communi-
cation systems. Some subjects covered in fiber optics overlap with the section in the Hand-
book of Optics, Second Edition, Vol. IV, on nonlinear and quantum optics. This is natural
since the confinement of light in fibers produces high optical fields and long interaction
lengths leading to important nonlinear effects.

This book contains 16 articles. The first is a general review of fiber optics and fiber optic com-
munications that originally appeared in the Handbook of Optics, Second Edition, Vol. II. There
are other articles from Vol. IV concerning fiber optic fundamentals and device issues. These
include articles discussing nonlinear optical effects in fibers, sources, detectors, and modulators
for communications, fiber amplifiers, fiber Bragg gratings, and infrared fibers. Fiber optics com-
munications systems issues are treated in articles concerning telecommunication links, solitons,
fiber couplers, MUX and deMUX, micro-optics for networking, semiconductor amplifiers and
wavelength conversion, time and wavelength domain multiplexing, and fiber communications
standards. An article on fiber optics sensors is also included.

The Handbook of Optics, Second Edition, and this topical volume are possible only through
the support of the staff of the Optical Society of America and, in particular, Mr. Alan N.
Tourtlotte and Ms. Laura Lee. We also thank Mr. Stephen Chapman of McGraw-Hill for his
leadership in the production of this volume.

Michael Bass, Editor-in-Chief
Eric W. Van Stryland, Associate Editor
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CHAPTER 1

OPTICAL FIBERS AND FIBER-OPTIC
COMMUNICATIONS

Tom G. Brown
The Institute of Optics
University of Rochester
Rochester, New York

1.1 GLOSSARY

A open loop gain of receiver amplifier
A pulse amplitude
a core radius

aP effective pump area
Aeff effective (modal) area of fiber

Ai cross-sectional area of ith layer
B data rate

Bn noise bandwidth of amplifier
c vacuum velocity of light

D fiber dispersion (total)
Ei Young’s modulus

eLO, eS polarization unit vectors for signal and local oscillator fields
F tensile loading
Fe excess noise factor (for APD)
gB Brillouin gain
gR Raman gain
id leakage current (dark)

Im current modulation
I(r) power per unit area guided in single mode fiber

k Boltzmann’s constant
Jm Bessel function of order m

Km modified Bessel function of order m

1.1
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k0 vacuum wave vector
l fiber length

l0 length normalization factor
LD dispersion length
m Weibull exponent
M modulation depth
N order of soliton
n actual number of detected photons

Neff effective refractive index
NP average number of detected photons per pulse
n0 core index
n1 cladding index

n(r) radial dependence of the core refractive index for a gradient-index
fiber

P optical power guided by fiber
PE error probability
Pf probability of fiber failure
Ps received signal power
Ps signal power
PR power in Raman-shifted mode
P0 peak power
P0 peak power of soliton
R detector responsivity (A/W)

RIN relative intensity noise
RL load resistor

R(r) radial dependence of the electric field
S failure stress

SNR signal-to-noise ratio measured in a bandwidth Bn

S0 location parameter
T temperature (Kelvin)
t time

T0 pulse width
U normalized pulse amplitude
z longitudinal coordinate

Z(z) longitudinal dependence of the electric field
α profile exponent
αf frequency chirp
αR attenuation of Raman-shifted mode

β̃ complex propagation constant
β1 propagation constant
β2 dispersion (2d order)
∆ peak index difference between core and cladding
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∆f frequency deviation
∆L change in length of fiber under load
∆φ phase difference between signal and local oscillator
∆ν source spectral width
∆τ time delay induced by strain

ε strain
ηHET heterodyne efficiency

θc critical angle
Θ(θ) azimuthal dependence of the electric field

λ vacuum wavelength
λc cut-off wavelength
ξ normalized distance

Ψ(r, θ, z) scalar component of the electric field
ΨS, ΨLO normalized amplitude distributions for signal and LO

σ 2
A amplifier noise

σ2
d = 2eidBn shot noise due to leakage current

σJ
2 = Bn Johnson noise power

σ2
R = R2P2

sBn × 10−(RIN/10) receiver noise due to source RIN
σs

2 = 2eRPsBnFe signal shot noise
τ time normalized to moving frame

r, θ, z cylindrical coordinates in the fiber

1.2 INTRODUCTION

Optical fibers were first envisioned as optical elements in the early 1960s. It was perhaps those
scientists well-acquainted with the microscopic structure of the insect eye who realized that
an appropriate bundle of optical waveguides could be made to transfer an image and the first
application of optical fibers to imaging was conceived. It was Charles Kao1 who first sug-
gested the possibility that low-loss optical fibers could be competitive with coaxial cable and
metal waveguides for telecommunications applications. It was not, however, until 1970 when
Corning Glass Works announced an optical fiber loss less than the benchmark level of 
10 dB/km2,3 that commercial applications began to be realized. The revolutionary concept
which Corning incorporated and which eventually drove the rapid development of optical
fiber communications was primarily a materials one—it was the realization that low doping
levels and very small index changes could successfully guide light for tens of kilometers
before reaching the detection limit. The ensuing demand for optical fibers in engineering and
research applications spurred further applications. Today we see a tremendous variety of
commercial and laboratory applications of optical fiber technology. This chapter will discuss
important fiber properties, describe fiber fabrication and chemistry, and discuss materials
trends and a few commercial applications of optical fiber.

While it is important, for completeness, to include a treatment of optical fibers in any
handbook of modern optics, an exhaustive treatment would fill up many volumes all by itself.
Indeed, the topics covered in this chapter have been the subject of monographs, reference
books, and textbooks; there is hardly a scientific publisher that has not published several

4kT
�
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books on fiber optics. The interested reader is referred to the “Further Reading” section at
the end of this chapter for additional reference material.

Optical fiber science and technology relies heavily on both geometrical and physical
optics, materials science, integrated and guided-wave optics, quantum optics and optical
physics, communications engineering, and other disciplines. Interested readers are referred to
other chapters within this collection for additional information on many of these topics.

The applications which are discussed in detail in this chapter are limited to information
technology and telecommunications. Readers should, however, be aware of the tremendous
activity and range of applications for optical fibers in metrology and medicine. The latter,
which includes surgery, endoscopy, and sensing, is an area of tremendous technological impor-
tance and great recent interest. While the fiber design may be quite different when optimized
for these applications, the general principles of operation remain much the same. A list of ref-
erences which are entirely devoted to optical fibers in medicine is listed in “Further Reading.”

1.3 PRINCIPLES OF OPERATION

The optical fiber falls into a subset (albeit the most commercially significant subset) of structures
known as dielectric optical waveguides. The general principles of optical waveguides are dis-
cussed elsewhere in Chap. 6 of Vol. II, “Integrated Optics”; the optical fiber works on principles
similar to other waveguides, with the important inclusion of a cylindrical axis of symmetry. For
some specific applications, the fiber may deviate slightly from this symmetry; it is nevertheless
fundamental to fiber design and fabrication. Figure 1 shows the generic optical fiber design, with
a core of high refractive index surrounded by a low-index cladding. This index difference
requires that light from inside the fiber which is incident at an angle greater than the critical angle

θc = sin−1 � � (1)

be totally internally reflected at the interface. A simple geometrical picture appears to allow a
continuous range of internally reflected rays inside the structure; in fact, the light (being a wave)
must satisfy a self-interference condition in order to be trapped in the waveguide. There are
only a finite number of paths which satisfy this condition; these are analogous to the propagat-
ing electromagnetic modes of the structure. Fibers which support a large number of modes
(these are fibers of large core and large numerical aperture) can be adequately analyzed by the
tools of geometrical optics; fibers which support a small number of modes must be characterized
by solving Maxwell’s equations with the appropriate boundary conditions for the structure.

n1
�
n0
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FIGURE 1 (a) Generic optical fiber design, (b) path of a ray propagating at the geometric angle for
total internal reflection.

(a) (b)



Fibers which exhibit a discontinuity in the index of refraction at the boundary between the
core and cladding are termed step-index fibers. Those designs which incorporate a continu-
ously changing index of refraction from the core to the cladding are termed gradient-index
fibers. The geometrical ray path in such fibers does not follow a straight line—rather it curves
with the index gradient as would a particle in a curved potential (Fig. 2). Such fibers will also
exhibit a characteristic angle beyond which light will not internally propagate. A ray at this
angle, when traced through the fiber endface, emerges at an angle in air which represents the
maximum geometrical acceptance angle for rays entering the fiber; this angle is the numerical
aperture of the fiber (Fig. 3). Both the core size and numerical aperture are very important
when considering problems of fiber-fiber or laser-fiber coupling. A larger core and larger

OPTICAL FIBERS AND FIBER-OPTIC COMMUNICATIONS 1.5

FIGURE 2 Ray path in a gradient-index fiber.

FIGURE 3 The numerical aperture of the fiber defines the range of external
acceptance angles.
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numerical aperture will, in general, yield a higher coupling efficiency. Coupling between
fibers which are mismatched either in core or numerical aperture is difficult and generally
results in excess loss.

The final concept for which a geometrical construction is helpful is ray classification.
Those geometrical paths which pass through the axis of symmetry and obey the self-
interference condition are known as meridional rays. There are classes of rays which are
nearly totally internally reflected and may still propagate some distance down the fiber.
These are known as leaky rays (or modes). Other geometrical paths are not at all confined in
the core, but internally reflect off of the cladding-air (or jacket) interface. These are known
as cladding modes. Finally, there exists a class of geometrical paths which are bound, can be
introduced outside of the normal numerical aperture of the fiber, and do not pass through
the axis of symmetry. These are often called skew rays. Figure 4 illustrates the classification
of geometrical paths.

Geometrical optics has a limited function in the description of optical fibers, and the actual
propagation characteristics must be understood in the context of guided-wave optics. For
waveguides such as optical fibers which exhibit a small change in refractive index at the
boundaries, the electric field can be well described by a scalar wave equation,

∇2Ψ(r, θ, z) + k2
0r2(r)Ψ(r, θ, z) = 0 (2)

the solutions of which are the modes of the fiber. Ψ(r, θ, z) is generally assumed to be separa-
ble in the variables of the cylindrical coordinate system of the fiber:

Ψ(r, θ, z) = R(r)Θ(θ)Z(z) (3)

This separation results in the following eigenvalue equation for the radial part of the scalar
field:

+ + �k2
0n2(r) − β2 − �R = 0 (4)

in which m denotes the azimuthal mode number, and β is the propagation constant. The solu-
tions must obey the necessary continuity conditions at the core-cladding boundary. In addition,
guided modes must decay to zero outside the core region. These solutions are readily found for
fibers having uniform, cylindrically symmetric regions but require numerical methods for
fibers lacking cylindrical symmetry or having an arbitrary index gradient. A common form of
the latter is the so-called α-profile in which the refractive index exhibits the radial gradient.4

m(r) = �n1�1 − ∆��
a
r

��
α

� r< a

n1[1 − ∆] = n2 r ≥a (5)

m2

�
r2

dR
�
dr

1
�
r

d2R
�
dr2
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FIGURE 4 Classification of geometrical ray paths in an opti-
cal fiber. (a) Meridional ray; (b) leaky ray; (c) ray correspond-
ing to a cladding mode; (d) skew ray.



The step-index fiber of circular symmetry is a particularly important case, because analytic
field solutions are possible and the concept of the “order” of a mode can be illustrated. For
this case, the radial dependence of the refractive index is the step function

n(r) = �n1 r < a
n2 r ≥ a (6)

The solutions to this are Bessel functions5 and are illustrated in Fig. 5. It can be seen that only
the lowest-order mode (m = 0) has an amplitude maximum at the center. Its solution in the
(core) propagating region (r < a) is

R(r) = (7)

while the solution in the cladding (r > a) is the modified Bessel function

R(r) = (8)

Higher-order modes will have an increasing number of zero crossings in the cross section of
the field distribution.

Fibers which allow more than one bound solution for each polarization are termed multi-
mode fibers. Each mode will propagate with its own velocity and have a unique field distribu-
tion. Fibers with large cores and high numerical apertures will typically allow many modes to
propagate. This often allows a larger amount of light to be transmitted from incoherent
sources such as light-emitting diodes (LEDs). It typically results in higher attenuation and
dispersion, as discussed in the following section.

By far the most popular fibers for long distance telecommunications applications allow
only a single mode of each polarization to propagate. Records for low dispersion and attenu-
ation have been set using single-mode fibers, resulting in length-bandwidth products exceed-
ing 10 Gb-km/s. In order to restrict the guide to single-mode operation, the core diameter
must typically be 10 µm or less. This introduces stringent requirements for connectors and
splices and increases the peak power density inside the guide. As will be discussed, this prop-
erty of the single-mode fiber enhances optical nonlinearities which can act to either limit or
increase the performance of an optical fiber system.

K0�(β2 − n2
2k2

0)1/2��
a
r

���
���

K0((β2 − n2
2k2

0)1/2)

J0�(n2
1k2

0 − β2)1/2��
a
r

���
���

J0((n2
1k2

0 − β2)1/2)
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1.4 FIBER DISPERSION AND ATTENUATION

Attenuation

In most cases, the modes of interest exhibit a complex exponential behavior along the direc-
tion of propagation z.

Z(z) = exp(iβ̃z) (9)

β is generally termed the propagation constant and may be a complex quantity. The real part
of β is proportional to the phase velocity of the mode in question, and produces a phase shift
on propagation which changes rather rapidly with optical wavelength. It is often expressed as
an effective refractive index for the mode by normalizing to the vacuum wave vector:

Neff = �
Re

k
{

0

β̃}
� (10)

The imaginary part of β represents the loss (or gain) in the fiber and is a weak (but certainly
not negligible) function of optical wavelength. Fiber attenuation occurs due to fundamental
scattering processes (the most important contribution is Rayleigh scattering), absorption
(both the OH-absorption and the long-wavelength vibrational absorption), and scattering
due to inhomogeneities arising in the fabrication process. Attenuation limits both the short-
and long-wavelength applications of optical fibers. Figure 6 illustrates the attenuation charac-
teristics of a typical fiber.

The variation of the longitudinal propagation velocity with either optical frequency or
path length introduces a fundamental limit to fiber communications. Since signaling neces-
sarily requires a nonzero bandwidth, the dispersion in propagation velocity between different
frequency components of the signal or between different modes of a multimode fiber pro-
duces a signal distortion and intersymbol interference (in digital systems) which is unaccept-
able. Fiber dispersion is commonly classified as follows.

Intermodal Dispersion

The earliest telecommunications links as well as many modern data communications 
systems have made use of multimode fiber. These modes (which we have noted have 
some connection to geometrical ray angles) will typically have a broad range of propaga-
tion velocities. An optical pulse which couples to this range of guided modes will tend to

1.8 FIBER OPTICS

FIGURE 6 Attenuation characteristics of a typical
fiber: (a) schematic, showing the important mechanisms
of fiber attenuation.



broaden by an amount equal to the mean-squared difference in propagation time among
the modes. This was the original purpose behind the gradient-index fiber; the geometrical
illustrations of Figs. 1 and 2 show that, in the case of a step-index fiber, a higher-order mode
(one with a steeper geometrical angle or a higher mode index m) will propagate by a longer
path than an axial mode. A fiber with a suitable index gradient will support a wide range of
modes with nearly the same phase velocity. Vassell was among the first to show this,6 and
demonstrated that a hyperbolic secant profile could very nearly equalize the velocity of all
modes. The α-profile description eventually became the most popular due to the analytic
expansions it allows (for certain values of α) and the fact that it requires the optimization
of only a single parameter.

Multimode fibers are no longer used in long distance (>10 km) telecommunications due to
the significant performance advantages offered by single-mode systems. Many short-link
applications, for which intermodal dispersion is not a problem, still make use of multimode
fibers.

Material Dispersion

The same physical processes which introduce fiber attenuation also produce a refractive
index which varies with wavelength. This intrinsic, or material, dispersion is primarily a prop-
erty of the glass used in the core, although the dispersion of the cladding will influence the
fiber in proportion to the fraction of guided energy which actually resides outside the core.
Material dispersion is particularly important if sources of broad spectral width are used, but
narrow linewidth lasers which are spectrally broadened under modulation also incur penalties
from material dispersion. For single-mode fibers, material dispersion must always be consid-
ered along with waveguide and profile dispersion.

Waveguide and Profile Dispersion

The energy distribution in a single-mode fiber is a consequence of the boundary conditions
at the core-cladding interface, and is therefore a function of optical frequency. A change in
frequency will therefore change the propagation constant independent of the dispersion of
the core and cladding materials; this results in what is commonly termed waveguide disper-
sion. Since dispersion of the core and cladding materials differs, a change in frequency can
result in a small but measurable change in index profile, resulting in profile dispersion (this
contribution, being small, is often neglected). Material, waveguide, and profile dispersion
act together, the waveguide dispersion being of opposite sign to that of the material disper-
sion. There exists, therefore, a wavelength at which the total dispersion will vanish. Beyond
this, the fiber exhibits a region of anomalous dispersion in which the real part of the prop-
agation constant increases with increasing wavelength. Anomalous dispersion has been
used in the compression of pulses in optical fibers and to support long distance soliton
propagation.

Dispersion, which results in a degradation of the signal with length, combines with attenu-
ation to yield a length limit for a communications link operating at a fixed bandwidth. The
bandwidth-length product is often cited as a practical figure of merit which can include the
effects of either a dispersion or attenuation limit.

Normalized Variables in Fiber Description

The propagation constant and dispersion of guided modes in optical fibers can be conve-
niently expressed in the form of normalized variables. Two common engineering problems
are the determination of mode content and the computation of total dispersion. For example,
commonly available single-mode fibers are designed for a wavelength range of 1.3 to 1.55 µm.
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Shorter wavelengths will typically support two or more modes, resulting in significant inter-
modal interference at the output. In order to guarantee single-mode performance, it is impor-
tant to determine the single-mode cut-off wavelength for a given fiber. Normalized variables
allow one to readily determine the cut-off wavelength and dispersion limits of a fiber using
universal curves.

The normalized variables are listed in Table 1 along with the usual designations for fiber
parameters. The definitions here apply to the limit of the “weakly-guiding” fiber of Gloge,7

for which ∆<<1. The cutoff for single-mode performance appears at a normalized frequency
of V = 2.405. For values of V greater than this, the fiber is multimode. The practical range of
frequencies for good single-mode fiber operation lie in the range.

1.8 < V < 2.4 (11)

An analytic approximation for the normalized propagation constant b which is valid for this
range is given by

b(V) ≈ �1 − 1.1428 − �
0.9

V
96
��

2

(12)

Operation close to the cutoff V = 2.405 risks introducing higher-order modes if the fiber
parameters are not precisely targeted. A useful expression which applies to step-index fibers
relates the core diameter and wavelength at the single-mode cutoff.5

λ cutoff = ��2.4
π
05
��(2a)n0�2∆� (13)

1.10 FIBER OPTICS

TABLE 1 Normalized Variables in the Mathematical Description
of Optical Fibers

Symbol Description

k0 = �
2
λ
π
� Vacuum wave vector

a Core radius

n0 Core index

n1 Cladding index

β̃ = β′ + iβ″ Mode propagation constant

α = 2β″ Fiber attenuation

Neff = β′/k0 Effective index of mode

∆ = �
n 2

0

2
−
n 2

1

n 2
1

�
Normalized core-cladding

index differences

V = �2k0� an1∆ Normalized frequency

b = ��
N
n

e

1

ff
� − 1� /∆ Normalized effective index

f(r) Gradient-index shape factor

Γ = Profile parameter (Γ = 1 for step-index)
	a

0

f(r)Ψ2(r)r dr
���	a

0

Ψ2(r)r dr



Evaluation of Fiber Dispersion

Evaluation of the fiber dispersion requires:

1. Detailed material dispersion curves such as may be obtained from a Sellmeier formula.4

The Sellmeier constants for a range of silica-based materials used in fiber fabrication are con-
tained in Chap. 33 of Vol. II, “Crystals and Glasses.”

2. Complete information about the fiber profile, including compositional as well as refrac-
tive index information.

3. Numerical evaluation of the effective indices of the modes in question and their first and
second derivatives. Several authors have noted the considerable numerical challenge involved
in this,8,9 particularly since measurements of the refractive index/composition possess intrinsic
uncertainties.

Figure 7 shows an example of the dispersion exhibited by a step-index single-mode fiber.
Different components of the dispersion are shown in order to illustrate the point of zero dis-
persion near 1.3 µm. The section devoted to fiber properties will describe how profile control
can shift the minimum dispersion point to the very low-loss window near 1.55 µm.

1.5 POLARIZATION CHARACTERISTICS OF FIBERS

The cylindrical symmetry of an optical fiber leads to a natural decoupling of the radial and
tangential components of the electric field vector. These polarizations are, however, so nearly
degenerate that a fiber of circular symmetry is generally described in terms of orthogonal lin-
ear polarizations. This near-degeneracy is easily broken by any stresses or imperfections
which break the cylindrical symmetry of the fiber. Any such symmetry breaking (which may
arise accidentally or be introduced intentionally in the fabrication process) will result in two
orthogonally polarized modes with slightly different propagation constants. These two modes
need not be linearly polarized; in general, they are two elliptical polarizations. Such polariza-
tion splitting is referred to as birefringence.
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FIGURE 7 Dispersion of a typical single-mode fiber. The opposite contribu-
tions of the waveguide and material dispersion cancel near λ = 1.3 µm. (Courtesy
of Corning, Inc.)



The difference in effective index between the two polarizations results in a state of polar-
ization (SOP) which evolves through various states of ellipticity and orientation. After some
propagation distance, the two modes will differ in phase by a multiple of 2π, resulting in a
state of polarization identical to that at the input. This characteristic length is called the beat
length between the two polarizations and is a measure of the intrinsic birefringence in the
fiber. The time delay between polarizations is sometimes termed polarization dispersion,
because it can have an effect on optical communication links which is similar to intermodal
dispersion.

If this delay is much less than the coherence time of the source, coherence is maintained
and the light in the fiber remains fully polarized. For sources of wide spectral width, however,
the delay between the two polarizations may exceed the source coherence time and yield light
which emerges from the fiber in a partially polarized or unpolarized state. The orthogonal
polarizations then have little or no statistical correlation. The state of polarization of the out-
put can have an important impact on systems with polarizing elements. For links producing an
unpolarized output, a 3-dB power loss is experienced when passing through a polarizing ele-
ment at the output.

The intentional introduction of birefringence can be used to provide polarization stability.
An elliptical or double-core geometry will introduce a large birefringence, decoupling a pair
of (approximately) linearly polarized modes.10,11 It also will tend to introduce loss discrimina-
tion between modes. This combination of birefringence and loss discrimination is the primary
principle behind polarization-maintaining fiber. As will be discussed in the description of
optical fiber systems, there is a class of transmission techniques which requires control over
the polarization of the transmitted light, and therefore requires polarization-maintaining
fiber.

1.6 OPTICAL AND MECHANICAL PROPERTIES OF FIBERS

This section contains brief descriptions of fiber measurement methods and general informa-
tion on fiber attenuation, dispersion, strength, and reliability. It should be emphasized that
nearly all optical and mechanical properties of fibers are functions of chemistry, fabrication
process, and transverse structure. Fibers are now well into the commercial arena and specific
links between fiber structure, chemistry, and optical and mechanical properties are consid-
ered highly proprietary by fiber manufacturers. On the other hand, most fiber measurements
now have established standards. We therefore give attention to the generic properties of
fibers and the relevant evaluation techniques.

Attenuation Measurement

There are two general methods for the measurement of fiber attenuation. Source-to-fiber
coupling must be taken into account in any scheme to measure attenuation, and destructive
evaluation accomplishes this rather simply. The cut-back method12,13 for attenuation measure-
ment requires

1. Coupling light into a long length of fiber
2. Measuring the light output into a large area detector (so fiber-detector coupling remains

constant)
3. Cutting the fiber back by a known distance and measuring the change in transmitted

intensity
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For single-mode fiber, the fiber can be cut back to a relatively short length provided that the
cladding modes are effectively stripped. The concept of “mode stripping” is an important one
for both attenuation and bandwidth measurements14 (since modes near or just beyond cutoff
can propagate some distance but with very high attenuation). If these modes are included in
the measurement, the result yields an anomalously high attenuation. Lossy modes can be
effectively stripped by a mandrel wrap or a sufficiently long length of fiber well-matched to
the test fiber (see Fig. 8).

For multimode fiber (whether step-index or gradient-index) the excitation conditions are
particularly important. This is because the propagating modes of a multimode fiber exhibit
widely varying losses. If the laser used for performing the measurement is focused to a tight
spot at the center of the core, a group of low-order modes may be initially excited. This group
of lower-order modes will have lower loss and the first 10 to 1000 meters will show an anoma-
lously low attenuation. As the propagation distance increases, lower-order modes gradually
scatter into higher-order modes and the mode volume “fills up.” The high-order modes are
substantially lossier, so the actual power flow at equilibrium is that from the lower-order
modes to the higher-order and out of the fiber. This process is illustrated in Fig. 9. It is easy to
see that if the excitation conditions are set so that all modes guide approximately the same
power at the input, the loss in the first hundred meters would be much higher than the equi-
librium loss.

With modern single-mode splices, connectors, and couplers, it is sometimes possible to
make nondestructive attenuation measurements simply by assuring that the connector loss is
much less than the total loss of the fiber length being measured. With this method, care must
be taken that the connector design exhibits no interference between fiber endfaces.

Connector loss measurements must have similar control over launch conditions. In
addition, it is important to place a sufficiently long length of fiber (or short mandrel wrap)
after the connector to strip the lossy modes. A slightly misaligned connector will often
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FIGURE 8 Mandrel wrap method of achieving an equilibrium mode
distribution.

FIGURE 9 In a multimode fiber, low-order modes lose power to
the high-order modes, and the high-order modes scatter into
cladding and other lossy modes.



exhibit an extremely low loss prior to mode stripping. This is because power is coupled into
modes which, while still guided, have high attenuation. It is important, in evaluation of
fibers, to properly attribute this loss to the connector and not to the length of fiber which
follows.

Another method of nondestructive evaluation of attenuation is optical time domain reflec-
tometry (OTDR). The excitation of a fiber with a narrow laser pulse produces a continuous
backscatter signal from the fiber. Assuming a linear and homogeneous scattering process, the
reduction in backscattered light with time becomes a map of the round-trip attenuation ver-
sus distance. Sudden reductions in intensity typically indicate a splice loss, while a narrow
peak will usually indicate a reflection. A typical OTDR signal is shown in Fig. 10. OTDR is
extremely sensitive to excitation conditions—a fiber which is not properly excited will often
exhibit anomalous behavior. Control of the launch conditions is therefore important for all
methods of attenuation measurement.

A major theme of research and development in optical telecommunications has been the
elimination of troublesome reflections from optical networks. In particular, high-return loss
connectors have been developed which exhibit 30 to 40 dB of reflection suppression.15–18

OTDR can be used to assess the reflection at network connections as well as perform on-line
fault monitoring.

Dispersion and Bandwidth Measurement

The fiber has often been presented as the “multi-TeraHertz bandwidth transmission chan-
nel.” While it is true that the total attenuation window of the fiber is extremely large by com-
munications standards, the actual information bandwidth at any given wavelength is limited
by the various sources of dispersion. The bandwidth of the fiber can be measured either in the
time or frequency domain. Both measurements assume the fiber to be linear in its baseband
(intensity) transfer characteristics. This assumption breaks down at very high powers and
short pulses, but is nevertheless useful in most system applications.

The time domain measurement19 measures the temporal broadening of a narrow input
pulse. The ratio of the Fourier transform of the output intensity to that of the input yields a
baseband transfer function for the fiber. If the laser and detector are linear, this transfer func-
tion relates the drive current of the laser to the photocurrent of the receiver and treats the
fiber simply as a linear transmission channel of limited bandwidth. The use of the Fourier
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FIGURE 10 Typical OTDR signal. OTDR can be used for
attenuation measurement, splice and connector evaluation,
and fault location.



transform readily allows the phase to be extracted from the baseband transfer function. For
intermodal pulse broadening in multimode fibers, this phase can be a nonlinear function of
frequency, indicating a distortion as well as a broadening of the optical pulse.

Swept-frequency methods20 have also been used for fiber evaluation. A pure sinusoidal
modulation of the input laser is detected and compared in amplitude (and phase, if a network
analyzer is available). In principle, this yields a transfer function similar to the pulse method.
Both rely on the linearity of the laser for an accurate estimation, but since the swept-
frequency method generally uses a single tone, the harmonics produced by laser nonlineari-
ties can be rejected. Agreement between the two methods requires repeatable excitation
conditions, a nontrivial requirement for multimode fibers.

The usual bandwidth specification of a multimode fiber is in the form of a 3-dB bandwidth
(for a fixed length) or a length-bandwidth product. A single-mode fiber is typically specified
simply in terms of the measured total dispersion. This dispersion can be measured either
interferometrically, temporally, or using frequency domain techniques.

The interferometric measurement21,22 is appropriate for short fiber lengths, and allows a
detailed, direct comparison of the optical phase shifts between a test fiber and a reference
arm with a suitable delay. This approach is illustrated in Fig. 11, which makes use of a Mach-
Zehnder interferometer. This requires a source which is tunable, and one with sufficient
coherence to tolerate small path differences between the two arms. The advantage of the
approach is the fact that it allows measurements of extremely small absolute delays (a shift of
one optical wavelength represents less than 10 fs time delay). It tends to be limited to rather
short lengths of fiber; if a fiber is used in the reference arm to balance the interferometer, the
properties of that fiber must be known with some accuracy.
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FIGURE 11 (a) Interferometric measurement of fiber dispersion; 
(b) time delay measurement of fiber dispersion.
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Time-domain measurements23 over a broad spectral range can be made provided a multi-
wavelength source is available with a sufficiently short optical pulse. One can make use of a
series of pulsed diode lasers spaced at different wavelengths, use Raman scattering to gen-
erate many wavelengths from a single source, or make use of a tunable, mode-locked solid
state laser. The relative delay between neighboring wavelengths yields the dispersion
directly. This technique requires fibers long enough to adequately measure the delay, and the
optical pulses must be weak enough not to incur additional phase shifts associated with fiber
nonlinearities.

Frequency-domain or phase-shift measurements attempt to measure the effects of the dis-
persion on the baseband signal. A sinusoidally modulated signal will experience a phase shift
with propagation delay; that phase shift can be readily measured electronically. This tech-
nique uses a filtered broadband source (such as an LED) or a CW, tunable, solid state source
to measure the propagation delay as a function of wavelength.

Shifting and Flattening of Fiber Dispersion

A major dilemma facing system designers in the early 1980s was the choice between zero
dispersion at 1.3 µm and the loss minimum at 1.55 µm. The loss minimum is an indelible
consequence of the chemistry of silica fiber, as is the material dispersion. The waveguide
dispersion can, however, be influenced by suitable profile designs.24 Figure 12 illustrates
a generic design which has been successfully used to shift the dispersion minimum to
1.55 µm.

The addition of several core and cladding layers to the fiber design allows for more
complicated dispersion compensation to be accomplished. Dispersion-flattened fiber is
designed for very low dispersion in an entire wavelength range; the spectral region from
1.3 to 1.6 µm is the usual range of interest. This is important for broadband WDM appli-
cations, for which the fiber dispersion must be as uniform as possible over a wide spectral
region.

Reliability Assessment

The reliability of an optical fiber is of paramount importance in communications applica-
tions—long links represent large investments and require high reliability. There will, of
course, always be unforeseen reliability problems. Perhaps the most famous such example
was the fiber cable design on the first transatlantic link—the designers had not quite appreci-
ated the Atlantic shark’s need for a high-fiber diet. The sharks, apparently attracted by the
scent of the cable materials, made short work of the initial cable installations. However, most
of the stresses which an optical fiber will experience in the field can be replicated in the labo-
ratory. A variety of accelerated aging models (usually relying on temperature as the acceler-
ating factor) can be used to test for active and passive component reliability. In this section,
we will review the reliability assessment of the fiber itself, referring interested readers to
other sources for information on cable design.

Among the most important mechanical properties of the fiber in a wide range of applica-
tions is the tensile strength.25 The strength is primarily measured destructively, by finding the
maximum load just prior to fracture.26 Full reliability information requires a knowledge of the
maximum load, the relation between load and strain, a knowledge of the strain experienced
by the fully packaged fiber, and some idea of how the maximum tolerable strain will change
over long periods of time. One must finally determine the strain and associated failure prob-
ability for fibers with finite bends.

The tensile strength typically decreases slowly over time as the material exhibits fatigue,
but in some cases can degrade rather rapidly after a long period of comparative strength. The
former behavior is usually linked to fatigue associated with purely mechanical influences,
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while the latter often indicates chemical damage to the glass matrix. The strain ε and tensile
loading F are related through the fiber cross section and Young’s modulus:27

ε = (14)

Ei and Ai represent the Young’s modulus and cross-sectional area of the ith layer of the fiber-
jacketing combination. Thus, if the Young’s moduli are known, a measurement of the load
yields the strain.

It is sometimes helpful to measure the fiber strain directly in cases where either the load
or Young’s moduli are not known. For example, a fiber does not necessarily have a uniform
load after jacketing, cabling, and pulling; the load would (in any case) be a difficult quantity
to measure. Using the relation between the strain and the optical properties of the fiber it is
possible to infer the fiber strain from optical measurements. These techniques have been
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FIGURE 12 Typical index profiles for (a), (b) gradient-index multimode fiber; (c) step-index single-mode fiber; (d) dispersion-
shifted fiber.

(a) (b)

(c) (d)



successful enough to lead to the development of fiber strain gauges for use in mechanical
systems.

Optical measurements of strain make use of the transit time of light through a medium of
refractive index Neff. (We will, for simplicity, assume single-mode propagation.) A change in
length ∆L produced by a strain ∆L/L will yield a change in transit time
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For most cases of interest, the effective index is simply taken to be the value for that of the
core. The ratio ∆τ/∆L can be calculated (it is about 3.83 ns/m for a germania-silica fiber
with ∆ = 1%) or calibrated by using a control fiber and a measured load. It is important to
note that this measurement yields only information on the average strain of a given fiber
length.

There are three categories of optoelectronic techniques for measuring ∆τ; these are very
similar to the approaches for dispersion measurement. A single-pass optical approach gener-
ally employs a short-pulse laser source passing through the fiber, with the delay of the trans-
mitted pulse deduced by a comparison with a reference (which presumably is jitter-free). This
is shown in Fig. 13. Figure 14a shows a multipass optoelectronic scheme, in which an opto-
electronic oscillator circuit is set up with the fiber as a delay loop. The Q of the optoelectronic
oscillator determines the effective number of passes in this measurement of optical delay.
Finally, one can use an all-optical circuit in which the test fiber is placed in a fiber loop with
weak optical taps to a laser and detector/signal processor (Fig. 14b). This “ring resonator”
arrangement can also be set up with a fiber amplifier in the resonator to form the all-optical
analog of the multipass optoelectronic scheme of Fig. 14a.

If the strain is being used to gain information about fiber reliability, it is necessary to
understand how strain, load, and fiber failure are related. Fatigue, the delayed failure of the
fiber, appears to be the primary model for fiber failure. One experimental evaluation of this
process is to measure the mean time to failure as a function of the load on the fiber with the
temperature, the chemical environment, and a host of other factors serving as control
parameters.

Since the actual time to failure represents only the average of a performance distribution,
the reliability of manufactured fibers is sometimes specified in terms of the two-parameter
Weibull distribution25,27–30
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where Pf denotes the cumulative failure probability and the parameters are as defined in
Table 2. The Weibull exponent m is one of the primary descriptors of long-term fiber reliabil-
ity. Figure 15 shows a series of Weibull plots associated with both bending and tensile strength
measurements for low, intermediate, and high values of m.
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FIGURE 13 Single-pass technique for time-domain measurement of fiber
strain.



One factor which has been shown to have a strong impact on reliability is the absolute
humidity of the fiber environment and the ability of the protective coating to isolate the SiO2

from the effects of H2O. A recent review by Inniss, Brownlow, and Kurkjian31 pointed out the
correlation between a sudden change in slope, or “knee,” in the time-to-failure curve and the
H2O content—a stark difference appeared between liquid and vapor environments. Before
this knee, a combination of moisture and stress are required for fiber failure. In the case of
fiber environments with a knee, a rather early mean time to failure will exist even for very low
fiber stresses, indicating that chemistry rather than mechanical strain is responsible for the
failure. The same authors investigated the effects of sodium solutions on the strength and
aging of bare silica fibers.

1.7 OPTICAL FIBER COMMUNICATIONS

The optical fiber found its first large-scale application in telecommunications systems. Begin-
ning with the first LED-based systems,32,34,35 the technology progressed rapidly to longer
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FIGURE 14 Multipass techniques for strain measurement. (a) Optoelec-
tronic oscillator; (b) optical ring resonator.

(b)

(a)

TABLE 2 Variables Used in the Weibull
Distribution

l Fiber length
l0 Length normalization factor
S Failure stress
S0 Location parameter
m Weibull exponent



wavelengths and laser-based systems of repeater lengths over 30 km.36 The first applications
were primarily digital, since source nonlinearities precluded multichannel analog applica-
tions. Early links were designed for the 800- to 900-nm window of the optical fiber transmis-
sion spectrum, consistent with the emission wavelengths of the GaAs-AlGaAs materials
system for semiconductor lasers and LEDs. The development of sources and detectors in the
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FIGURE 15 A series of Weibull plots comparing bending and tensile strength for
(a) low, (b) intermediate, and (c) high values of the Weibull exponent m; (d) shows
a typical mean time to failure plot. Actual fibers will often exhibit slope discontinu-
ities, indicating a change in the dominant failure mechanism. (Data Courtesy of
Corning, Inc.)
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1.3- to 1.55-µm wavelength range and the further improvement in optical fiber loss over those
ranges has directed most applications to either the 1.3-µm window (for low dispersion) or the
1.55-µm window (for minimum loss). The design of dispersion-shifted single-mode fiber along
the availability of erbium-doped fiber amplifiers has solidified 1.55 µm as the wavelength of
choice for high-speed communications.
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FIGURE 15 (Continued)
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The largest currently emerging application for optical fibers is in the local area network
(LAN) environment for computer data communications, and the local subscriber loop for
telephone, video, and data services for homes and small businesses. Both of these applications
place a premium on reliability, connectivity, and economy. While existing systems still use
point-to-point optical links as building blocks, there is a considerable range of networking
components on the market which allow splitting, tapping, and multiplexing of optical compo-
nents without the need for optical detection and retransmission.

Point-to-Point Links

The simplest optical communications system is the single-channel (no optical multiplexing)
point-to-point digital link. As illustrated in Fig. 16, it consists of a diode laser (with associated
driver circuitry and temperature control), optical fiber (with associated splices, connectors,
and supporting material), and a detector (with appropriate electronics for signal processing
and regeneration). The physics and principles of operation of the laser and detector are 
covered elsewhere in this collection (see Chap. 11 of Vol. I, “Lasers” Chap. 15 of Vol. I, “Photo-
detectors”), but the impact of certain device characteristics on the optical fiber communica-
tions link is of some importance.

Modulation and Source Characteristics. For information to be accurately transmitted, an
appropriate modulation scheme is required. The most common modulation schemes employ
direct modulation of the laser drive current, thereby achieving a modulation depth of 80 per-
cent or better. The modulation depth is defined as
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where Pmin and Pmax are the minimum and maximum laser power, respectively. The modula-
tion depth is limited by the requirement that the laser always remain above threshold, since
modulation near the lasing threshold results in a longer turn-on time, a broader spectrum, and
higher source noise.

The transmitting laser contributes noise to the system in a fashion that is, generally speak-
ing, proportional to the peak transmitted laser power. This noise is always evaluated as a frac-
tion of the laser power and is therefore termed relative intensity noise (RIN). The RIN
contribution from a laser is specified in dB/Hz, to reflect a spectral density which is approxi-
mately flat and at a fixed ratio (expressed in dB) to the laser power. Figure 17 shows a typical
plot of the relative intensity noise of a source. The specification of RIN as a flat noise source
is valid only at frequencies much less than the relaxation oscillation frequency and in situa-
tions where reflections are small.
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FIGURE 16 Typical point-to-point optical fiber communications link.



The relative intensity noise is affected rather dramatically by the environment of the
diode laser. A rather weak reflection back into the laser will both increase the magnitude of
the relative intensity noise and modify its spectrum. As the reflection increases, it can pro-
duce self-pulsations and chaos in the output of the laser, rendering it useless for communi-
cations applications.37 Thus, the laser cannot be thought of as an isolated component in the
communications system. Just as RF and microwave systems require impedance matching for
good performance, an optical communications system must minimize reflections. This is rel-
atively easily accomplished for a long distance telecommunications link which makes use of
low-reflection fusion splices. However, in a short link-network environment which must be
modular, a small number of connectors can cause severe problems unless those connectors
are designed to minimize reflections. It is now widely accepted that optical fiber connectors
must be specified both in terms of insertion loss and reflection. A 1 percent reflection from
a fiber connector can have far more serious implications for an optical fiber link than a 1 per-
cent loss which is not reflected back to the laser. Optical isolators are available but only at
considerable expense and are not generally considered economically realistic for network
environments.

Impact of Fiber Properties on a Communications Link. For moderate power levels, the
fiber is a passive, dispersive transmission channel. Dispersion can limit system performance in
two ways. It results in a spreading of data pulses by an amount proportional to the spectral
width of the source. This pulse spreading produces what is commonly termed “intersymbol
interference.” This should not be confused with an optical interference effect, but is simply
the blurring of pulse energy into the neighboring time slot. In simple terms, it can be thought
of as a reduction in the modulation depth of the signal as a function of link length. The effects
of dispersion are often quantified in the form of a power penalty. This is simply a measure of
the additional power required to overcome the effects of the dispersion, or bring the modu-
lated power to what it would be in an identical link without dispersion. It is commonly
expressed as a decibel ratio of the power required at the receiver compared to that of the
ideal link.

Modulation-induced frequency chirp of the laser source will also result in pulse distortion.
This is illustrated in Fig. 18, in which the drive current of the laser is modulated. The accom-
panying population relaxation produces a frequency modulation of the pulse. Upon trans-
mission through a dispersive link, these portions of the pulse which are “chirped” will be
advanced or retarded, resulting in both pulse distortion and intersymbol interference.
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FIGURE 17 Typical RIN spectrum for a diode
laser. The peak corresponds to the relaxation res-
onance frequency, fR, of the laser.



System Design. The optical receiver must, within the signal bandwidth, establish an ade-
quate signal-to-noise ratio (SNR) for accurate regeneration/retransmission of the signal. It
must accomplish this within the constraints of the fiber dispersion and attenuation, the
required system bandwidth, and the available source power. First-order system design nor-
mally requires the following steps:

1. Determine the maximum system bandwidth (or data rate for digital systems) and the
appropriate transmission wavelength required for the system.

2. Find the maximum source RIN allowable for the system. For analog systems, in which a
signal-to-noise ratio (SNR) must be specified in a bandwidth Bn, the RIN (which is usually
specified in dB/Hz, indicating a measurement in a 1-Hz bandwidth) must obey the following
inequality:

|RIN(dB/Hz)|<<10 log (SNR ⋅ Bn) (18)

The SNR is specified here as an absolute ratio of carrier power to noise power. For an SNR
specified as a decibel ratio,

|RIN(dB/Hz)|<<SNR(dB) + 10 log (Bn) (19)

For digital systems, a Gaussian assumption allows a simple relationship between error proba-
bility (also termed bit error rate) and the signal-to-noise ratio:

PE = 0.5erfc[0.5(0.5SNR)1/2] (20)

Where erfc denotes the complementary error function and the decision threshold is
assumed to be midway between the on and off states. The maximum error probability due
to source noise should be considerably less than the eventual target error probability. For
system targets of 10−9 to 10−12, the error probability due to source RIN should be consider-
ably less than 10−20. This will allow at least a 3-dB margin to allow for increases in RIN due
to device aging.
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FIGURE 18 Modulation of the drive current in a
semiconductor laser (a) results in both an intensity (b)
and a frequency modulation (c). The pulse is distorted
after transmission through the fiber (d).



3. Establish a length limit associated with the source frequency chirp and spectral
width. The frequency chirp αf is specified in GHz per milliampere change in the drive 
current of the laser. A total current modulation Im therefore yields a frequency deviation
∆f of

∆f = Imαf (21)

This frequency deviation translates into a propagation delay via the fiber intramodal dis-
persion D. This delay must be kept less than the minimum pulse width (data rate). With D
specified in ps/nm-km, the length in kilometers must obey the following inequality to avoid
penalties due to frequency chirp:

L <<�
B∆f

c
Dλ 2

0
� = �

αf ImB
c
Dλ2

0
� (22)

where B denotes the data rate and is the reciprocal of the pulse width for data pulses that fill
up an entire time slot. (These signals are designated non-return-to-zero, or NRZ.)

The length limit due to source spectral width ∆ν obeys a similar inequality—in this case,
the delay associated with the spectral spread of the source must remain much less than one
pulse width:

L <<   �
∆νB

c
Dλ 2

0
� (23)

If the chirp is low and the unmodulated source bandwidth is less than the system bandwidth
being considered, one must require that the delay distortion of the signal spectrum itself be
small compared to a pulse width, requiring

L <<   �
B2D

c
λ 2

0
� (24)

For multimode fiber systems, the limiting length will generally be associated with the inter-
modal dispersion rather than the material and waveguide dispersion. A length-bandwidth
product is generally quoted for such fibers. With the length and bandwidth limits established,
it is now possible to design, within those limits, a receiver which meets the necessary specifi-
cations.

4. Determine the minimum power required at the receiver to achieve the target SNR or
error probability. This minimum acceptable power (MAP) is first computed assuming an ideal
source (no RIN contribution). A correction for the RIN can be carried out later. A computa-
tion of the MAP requires a knowledge of the noise sources and detector bandwidth. It is con-
ventional to express the noise sources in terms of equivalent input noise current sources. The
noise sources of importance for such systems are: the shot noise of the photocurrent, dark cur-
rent, and drain current (in the case of a field effect transistor (FET) preamplifier); the John-
son noise associated with the load resistor or equivalent amplifier input impedance; 1/f noise
from certain classes of FETs. The noise contributions from amplifiers other than the first
stage are generally second-order corrections. Figure 19 shows a schematic of the receiver and
relevant noise sources. Table 3 gives expressions for, and definitions of the important physical
quantities which determine the receiver sensitivity.

Figure 20 illustrates two possible configurations for the detector/amplifier combination.
Of these, the integrating front end is the simplest (particularly for high-frequency operation)
but tends to be slower than a transimpedance amplifier with an equivalent load resistance.
This is because the transimpedance amplifier reduces the effective input impedance of the
circuit by (A + 1), where A denotes the open loop gain of the amplifier.
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For equivalent bandwidth, the transimpedance amplifier exhibits a lower Johnson noise
contribution since a higher feedback resistance is possible. It is worth mentioning that the
transimpedance design tends to be much more sensitive to the parasitic capacitance which
appears across the feedback resistor—small parasitics across the load resistor tend to be less
important for the integrating front end.

The excess noise factor Fe is determined by the choice of detector. There are several
choices over the wavelength range generally of interest for optical fiber transmission. (A
detailed discussion of the principles of operation can be found in Chaps. 15–17 of Vol. I.)
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FIGURE 19 Schematic of the receiver, showing the
introduction of noise into the system. Noise sources
which may be relevant include (a) signal shot noise;
(b) background noise (due to thermal background or
channel crosstalk); (c) shot noise from the leakage
current; (d) Johnson noise in the load resistor; (e) shot
noise and 1/f noise in the drain current of the field
effect transistor.

TABLE 3 Symbols and Expressions for Receiver Noise

Symbol Description

RL Load resistor

k Boltzmann’s constant

T Temperature (Kelvin)

σ 2
J = �

4
R
k

L

T
�Bn Johnson noise power

R Detector responsivity (A/W)

PgP Signal power

Bn Noise bandwidth of amplifier

σ 2
s = 2eRPsBnFe Signal shot noise

id Leakage current (dark)

σ 2
d = 2eidBn Shot noise due to leakage current

σ 2
R = R2P 2

s Bn × 10−(RIN/10) Receiver noise due to source RIN

Fe Excess noise factor (for APD)

σ 2
λ Amplifier noise



1. The p-i-n photodiode is described in some detail in Chap. 15 of Vol. I (“Photodetec-
tors”). It can provide high quantum efficiencies and speeds in excess of 1 GHz. Dark currents
range from less than 1 nA for silicon devices to 1 µA or more for Ge diodes. The dark current
increases and the device slows down as the active area is increased.

2. The avalanche photodiode is a solid state device which exhibits internal multiplication
of the photocurrent in a fashion that is sometimes compared with the gain in photomultiplier
tubes. The multiplication does not come without a penalty, however, and that penalty is typi-
cally quantified in the form of an excess noise factor which multiplies the shot noise. The
excess noise factor is a function both of the gain and the ratio of impact ionization rates
between electrons and holes.

Figure 21 shows the excess noise factor for values of k ranging from 50 (large hole multi-
plication) to 0.03 (large electron multiplication). The former is claimed to be typical of certain
III–V compounds while the latter is typical of silicon devices. Germanium, which would
otherwise be the clear detector of choice for long wavelengths, has the unfortunate property
of having k near unity. This results in maximum excess noise, and Ge avalanche photodiodes
must typically be operated at low voltages and relatively small gains. The choice of a p-i-n
detector, which exhibits no internal gain, yields Fe = 1.

3. The need for very high speed detectors combined with the fabrication challenges
present in III-V detector technology has led to a renewed interest in Schottky barrier de-
tectors for optical communications. A detector of considerable importance today is the
metal-semiconductor-metal detector, which can operate at extremely high speed in an inter-
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FIGURE 20 Two possible configurations for the
detector/amplifier: (a) the integrating front end yields
the simplest design for high speed operation; (b) the
transimpedance amplifier provides an expansion of
the receiver bandwidth by a factor of A + 1, where A
is the open loop gain of the amplifier.



digitated electrode geometry. Chapter 17 of Vol. I provides further discussion of MSM
detectors.

With all noise sources taken into account (see Table 3 for the relevant expressions), the
signal-to-noise ratio of an optical receiver can be expressed as follows:

SNR = �
σ
R
2
s +

2P
σ

2
S

2
T

� (25)

where σ2
T denotes the total signal-independent receiver noise:

σ2
T = σ2

D + σJ
2 + σ2

A (26)

and σ2
s is the signal shot noise as in Table 3. If the effects of RIN are to be included, the fol-

lowing correction to the SNR may be made:

SNR−1 = SNR−1 + σ2
R (27)

With the signal-to-noise ratio determined, the error probability may be expressed in terms of
the signal-to-noise ratio

PE = 0.5erfc[0.5(0.5 × SNR)1/2] (28)

The just-noted expressions assume Gaussian distributed noise sources. This is a good
assumption for nearly all cases of interest. The one situation in which the Gaussian assump-
tion underestimates the effects of noise is for avalanche photodiodes with large excess noise.
It was shown by McIntyre38,39 and Personick40 that the avalanche multiplication statistics are
skewed and that the Gaussian assumption yields overly optimistic results.

5. Given the MAP of the receiver, the fiber attenuation and splice loss budget, and the
available pigtailed laser power (the maximum power coupled into the first length of fiber by
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FIGURE 21 Excess noise factor for an avalanche photodiode
with the electron/hole multiplication ratio k as a parameter. Small
values of k indicate purely electron multiplication while large val-
ues of k indicate purely hole multiplication.



the laser), it is possible to calculate a link loss budget. The budget must include a substantial
power margin to allow for device aging, imperfect splices, and a small measure of stupidity.
The result will be a link length which, if shorter than the dispersion limit, will provide an ade-
quate signal-to-noise ratio.

For further link modeling, a variety of approaches can be used to numerically simulate the
link performance and fully include the effects of fiber dispersion, a realistic detector-
preamplifier combination, and a variety of other factors which the first-order design does not
include. Nevertheless, a first-order design is necessary to reduce the range of free parameters
used in the simulation.

The ultimate goal of the point-to-point link is to transparently transmit the data (or the
analog signal) in such a way that standard communications techniques may be used in the
optical link. Examples include the use of block or error-correcting codes in digital systems,
standard protocols for point-to-point links between nodes of a network, or frequency alloca-
tion in the case of a multichannel analog link.

Advanced Transmission Techniques

The optical bandwidth available in either of the low-loss transmission windows of the fiber
exceeds 1013 Hz. Two ways of taking full advantage of this bandwidth are through the use of
ultrashort pulse transmission combined with time-division multiplexing or the use of wave-
length/frequency-division multiplexing. Either technique can overcome the limits imposed by
the channel dispersion, but both techniques have their limitations. The first technique seeks
to turn fiber dispersion to advantage; the second attempts to simply reduce the negative
effects of dispersion on a broadband optical signal.

Ultrashort Pulse Transmission. The most common form of multiplexing in digital com-
munication systems is the combination of a number of low data rate signals into a single,
high data rate signal by the use of time-division multiplexing. This requires much shorter
optical pulses than are used in conventional transmission. As mentioned earlier, the normal
(linear) limitation to the data rate is imposed by the fiber attenuation and dispersion. Both
of these limits can be exceeded by the use of soliton transmission and optical amplification.

The physics of soliton formation41–45 is discussed in “Nonlinear Optical Properties of
Fibers,” later in this chapter. Solitons, in conjunction with fiber amplifiers, have been shown to
promise ultralong distance transmission without the need for optoelectronic repeaters/regen-
erators. Time-division multiplexing of optical solitons offers the possibility of extremely long
distance repeaterless communications.

No communication technique is noise-free, and even solitons amplified by ideal amplifiers
will exhibit phase fluctuations which broaden the spectrum and eventually cause the soliton
to break up. This spontaneous-emission noise limit is known as the Gordon-Haus limit,46 and
had been thought to place a rather severe upper limit on the bit rate distance product for opti-
cal fiber systems. It has recently been noted,47 that a unique series of linear filters can prevent
the buildup of unwanted phase fluctuations in the soliton, thereby justifying amplified soliton
transmission as a viable technology for undersea communications.

Such a communications system puts great demands on the signal processing both at the
input and the output. For very high bit rates, one needs either all-optical demultiplexing or
extremely fast electronic logic. Current limits on silicon logic are in the range of several Gb/s,
which may be adequate for the first implementations of soliton transmission. It is anticipated
that all-optical multiplexing and demultiplexing will be required in order to fully exploit the
optical fiber bandwidth.

Solitons supported by an optical fiber bear a very specific relationship between pulse
width T0, peak power P0, fiber dispersion D, effective area Aeff, and the intensity-dependent
refractive index n2. For a lowest-order (N = 1) soliton,
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Under normal operation, a fiber will propagate lowest-order solitons of about 10 ps in dura-
tion. Even for a pulse train of comparatively high duty cycle, this represents less than 100 GHz
of a much larger fiber bandwidth. To fully span the bandwidth requires wavelength-division
multiplexing.

Wavelength-division Multiplexing (WDM). The troublesome delay between frequencies
which is introduced by the fiber dispersion can also be overcome by division of the fiber trans-
mission region into mutually incoherent (uncorrelated) wavelength channels. It is important
for these channels to be uncorrelated in order to eliminate any worry about dispersion-
induced delay between channels. Figure 22 shows a schematic picture of a WDM transmission
system. The concept is quite simple, but reliable implementation can be a considerable chal-
lenge.

An attractive feature of WDM is the fact that the only active components of the system
remain the optical sources and detectors. The multiplexers/demultiplexers are passive and are
therefore intrinsically more reliable than active multiplexers. These schemes range from sim-
ple refractive/reflective beam combiners to diffractive approaches and are summarized in Fig.
23. For a multiplexing scheme, the key figure of merit is the insertion loss per channel. A sim-
ple 50-50 beam splitter for a two-channel combiner offers simple multiplexing with high inser-
tion loss. If the beam splitter is coated to provide high reflectivity at one wavelength and high
transmissivity at the other, the insertion loss is reduced, the coupler becomes wavelength-
specific, and the element can act either as a multiplexer or demultiplexer.

Grating combiners offer an effective way to maximize the number of channels while still
controlling the insertion loss. The grating shape must be appropriately designed—a problem
which is easily solved for a single-wavelength, single-angle geometry. However, the diffrac-
tion efficiency is a function both of wavelength and angle of incidence. The optimum combi-
nation of a range of wavelengths over a wide angular range will typically require a tradeoff
between insertion loss, wavelength range, and angular discrimination. Wavelength-division
multiplexing technology has been greatly aided by the rapid advances in diffractive optics,
synthetic holography, and binary optics in recent years. More on these subjects is included in
Chap. 8 of Vol. II.

There have been considerable accomplishments in the past ten years in the fabrication of
integrated optical components for WDM applications. Much of these involve the waveguide
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FIGURE 22 Schematic of a WDM transmission system. The main fig-
ures of merit are insertion loss (for both the multiplexer and demulti-
plexer) and channel crosstalk (for the demultiplexer).



equivalent of bulk diffractive optical elements. Since the optical elements are passive and effi-
cient fiber coupling is required, glass waveguides have often been the medium of choice. A
great variety of couplers, beam splitters, and multiplexer/demultiplexers have been success-
fully fabricated in ion-exchanged glass waveguides. Further details on the properties of these
waveguides is contained in Chap. 36 of Vol. I. There has also been a major effort to fabricate
low-cost polymer-based WDM components. These can be in the form of either waveguides or
fibers.

From the point of view of connectivity and modular design, all-fiber WDM components
are the most popular. Evanescent single-mode fiber couplers are inherently wavelength-
sensitive and can be designed for minimum insertion loss. As with the bulk approaches, all-
fiber components become more difficult to design and optimize as the number of channels
increases. Most commercially available all-fiber components are designed for widely sepa-
rated wavelength channels. For example, Corning, Inc. currently offers multiplexers designed
for combining signals from 1.5-µm, 1.3-µm, and 0.8-µm sources.
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FIGURE 23 Multiplexing/demultiplexing schemes for WDM; (a) grating combiner
(bulk optics); (b) wavelength selective beamsplitter (bulk optics); (c) directional cou-
pler (integrated optics); (d) all-fiber multiplexer/demultiplexer.

(b)

(a)



Advances in source fabrication technology in recent years have offered the possibility of
fabricating diode laser arrays equipped with a controlled gradient in emission wavelength
across the array. Such an array, equipped with appropriate beam-combining optics, could
greatly reduce the packaging and alignment requirements in a large-scale WDM system. Min-
imizing crosstalk for closely spaced wavelength channels presents a significant challenge for
demultiplexer design.

Coherent Optical Communications. Intensity modulation with direct detection remains the
most popular scheme for optical communications systems. Under absolutely ideal transmis-
sion and detection conditions (no source RIN, perfect photon-counting detection, no back-
ground radiation), the probability of detecting n photons in a pulse train having an average of
NP photons per pulse would obey the Poisson distribution

p(n) = �
N n

n
pe
!

−N
P

� (30)

The probability of an “error” PE would be the detection of no photons during the pulse,

PE = exp (−NP) (31)

If we choose the benchmark error probability of 10−9, we require an average of about 21 pho-
tons per pulse. This represents the quantum limit for the direct detection of optical signals.
This limit can scarcely be reached, since it assumes no dark count and perfectly efficient pho-
ton counting.
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FIGURE 23 (Continued)
(d)

(c)



Current optical communication48–54 offers a way to achieve quantum-limited receiver sen-
sitivities even in the presence of receiver noise. By using either amplitude, phase, or frequency
modulation combined with heterodyne or homodyne detection, it is possible to approach, and
even exceed, the quantum limit for direct detection.

A generic coherent optical communication link is shown in Fig. 24. The crucial differences
with direct detection lie in the role of the modulator in transmission and the presence of the
local oscillator laser in reception. To understand the role of the modulator, we first consider
the method of heterodyne detection. We will then discuss the component requirements for a
coherent optical fiber communication link.

Heterodyne and Homodyne Detection. We consider the receiver shown in Fig. 25, in
which an optical signal arriving from some distant point is combined with an intense local
oscillator laser by use of a 2 × 2 coupler. The power I(r) guided in the single-mode fiber due
to the interfering amplitudes can be expressed as

I(r) = PS(t)|ΨS(r)|2 + PLO|ΨLO(r)|2  +2eS(t) ⋅ eLOΨS(r)ΨLO(r)�PS(t)P�LO�cos(ωIF t + ∆φ) (32)

in which eLO(t) and eS(t) denote the polarizations of the local oscillator and signal, PLO and
PS(t) denote the powers of the local oscillator and signal, ΨS(r) and ΨLO(r) are the spatial
amplitude distributions, and ∆φ(t) denotes the phase difference between the two sources. The
two sources may oscillate at two nominally different frequencies, the difference being labeled
the intermediate frequency ωIF (from heterodyne radio nomenclature). If the intermediate fre-
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FIGURE 24 Generic coherent optical fiber communication link.

FIGURE 25 Heterodyne/homodyne receiver.



quency is zero, the detection process is termed homodyne detection; if a microwave or radio
carrier frequency is chosen for postdetection processing, the detection process is referred to
as heterodyne detection.

If the local oscillator power is much larger than the signal power, the first term is negligi-
ble. The second represents a large, continuous signal which carries no information but does
provide a shot noise contribution. The third term represents the signal information. If the sig-
nal is coupled to a detector of responsivity R and ac-coupled to eliminate the local oscillator
signal, the photocurrent i(t) can be expressed as follows:

i(t) = 2RηHET�PS(t)P�LO� cos (ωIF t + ∆φ) (33)

The heterodyne efficiency ηHET is determined by the spatial overlap of the fields and the inner
product of the polarization components:

ηHET = (es(t) ⋅ eLO)	
Fiber
Area

ΨS(r)ΨLO(r) d2r (34)

These results illustrate four principles of coherent optical fiber communications:

1. The optical frequency and phase of the signal relative to those of the local oscillator are
preserved, including the phase and frequency fluctuations.

2. The local oscillator “preamplifies” the signal, yielding a larger information-carrying
component of the photocurrent than would be detected directly.

3. The local oscillator and signal fields must occupy the same spatial modes. Modes
orthogonal to that of the local oscillator are rejected.

4. Only matching polarization components contribute to the detection process.

The first principle allows the detection of frequency or phase information, provided the local
oscillator has sufficient stability. The second provides an improvement of the signal-to-noise
ratio in the limit of large local oscillator power. Both the first and fourth lead to component
requirements which are rather more stringent than those encountered with direct detection.
The following sections will discuss the source, modulator, fiber, and receiver requirements in
a coherent transmission system.

Receiver Sensitivity. Let σ2
T represent the receiver noise described in Eq. (26). The signal-

to-noise ratio for heterodyne detection may be expressed as
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where Bn denotes the noise bandwidth of the receiver. (Bn is generally about half of the data
rate for digital systems.) For homodyne detection, the signal envelope carries twice the
energy, and
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For a given modulation scheme, homodyne detection will therefore be twice as sensitive as
heterodyne.

Modulation Formats. The modulation formats appropriate for coherent optical commu-
nications can be summarized as follows:

1. Amplitude-Shift Keying (ASK). This technique is simply on-off keying (similar to sim-
ple intensity modulation) but with the important constraint that the frequency and phase of
the laser be kept constant. Direct modulation of ordinary semiconductor lasers produces a
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frequency chirp which is unacceptable for ASK modulation. An external modulator such as
an electro-optic modulator, a Mach-Zehnder modulator, or an electroabsorption modulator
would therefore be appropriate for ASK.

2. Phase-Shift Keying (PSK). This technique requires switching the phase between two
or more values. Any phase modulator can be suitable for phase-shift keying. Direct modula-
tion of semiconductor lasers is not suitable for PSK for the same reasons mentioned for ASK.

3. Frequency-Shift Keying (FSK). FSK has received a good deal of attention55 because it
can be achieved by direct modulation of the source. It is possible to make use of the natural
frequency chirp of the semiconductor laser to frequency modulate the laser simply by a small
modulation of the drive current.

All of the modulation techniques can operate between two states (binary) or extend to
four or more levels. The only technique which benefits from an increase in the number of
channels is FSK. The sensitivity of PSK to source phase noise generally precludes higher-level
signaling. Multilevel FSK, being a bandwidth expansion technique, offers a receiver sensitiv-
ity improvement over binary FSK without placing severe constraints on the source.

Table 4 gives expressions for the receiver error probability as a function of received power
for each modulation technique. The right-hand column gives, for comparison purposes, the
number of photons required per pulse to assure an error rate of better than 10−9. PSK modu-
lation with homodyne detection is the most sensitive, requiring only nine photons per pulse,
which is below the quantum limit for direct detection.

Source Requirements. One of the ways coherent optical communications systems differ
from their microwave counterparts is in the comparatively large phase noise of the source.
Since the detection system is sensitive to the frequency and phase of the laser, the source
linewidth is a major consideration. This is very different from intensity modulation/direct
detection, in which the source spectral width limits the system only through the channel dis-
persion. When two sources are heterodyned to generate an intermediate frequency in the
microwave region, the spectral spread of the heterodyned signal is the combined spectral
spread of the signal and local oscillator. Thus, the rule of thumb for high-quality coherent
detection is that the sum of the linewidths of the signal and local oscillator be much less than
the receiver bandwidth.
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TABLE 4 Receiver Sensitivities for a Variety of Modulation/Detection Schemes

Modulation/Detection Photons per pulse @
Scheme PE PE = 10−9

ASK heterodyne 0.5erfc ��� 72

ASK homodyne 0.5erfc ��� 36

FSK heterodyne 0.5erfc ��� 36

PSK heterodyne 0.5erfc ��� 18

PSK homodyne 0.5erfc ��� 9

Direction detection
quantum limit

0.5 exp� � 21
−ηPS
�
hvB

2ηPS
�
hvB

ηPS
�
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ηPS
�
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Precisely how narrow the linewidth must be has been a topic of many papers.49–52 The result
varies somewhat with modulation scheme and varies strongly with the demodulation process.
The general trends can be summarized as follows:

Incoherent Demodulation (Envelope Detection). Either ASK or FSK can be demodulated
simply by using an appropriate combination of filters and nonlinear elements. The basic prin-
ciple of incoherent ASK or dual-filter FSK detection is illustrated in Fig. 26. This type of
detection is, in general, least sensitive to the spectral width of the source. The primary effect
of a broad source is to broaden the IF signal spectrum, resulting in attenuation but not a cata-
strophic increase in bit error rate. Further, the receiver bandwidth can always be broadened to
accommodate the signal. This yields a penalty in excess receiver noise, but the source spectral
width can be a substantial fraction of the bit rate and still keep the receiver sensitivity within
tolerable limits.

There are two approaches to PSK detection which avoid the need for a phase-locked loop.
The first is differential phase-shift keying (DPSK), in which the information is transmitted in
the form of phase differences between neighboring time slots. The second is phase diversity
reception, in which a multiport interferometer is designed to yield signals proportional to the
power in different phase quadrants.

Coherent Demodulation with Electronic Phase-Locked Loop. Some PSK signals cannot be
demodulated incoherently and require careful receiver design for proper carrier recovery.
Suppressed carrier communications schemes such as PSK require a nonlinear recovery cir-
cuit. The phase estimation required in proper carrier recovery is far more sensitive to phase
noise than is the case with envelope detection. In contrast to incoherent demodulation, source
spectral widths must generally be kept to less than 1 percent of the bit rate (10 percent of the
phase-locked loop bandwidth) to maintain reliable detection.

Coherent Demodulation with Optoelectronic Phase-Locked Loop. Homodyne detection
requires that an error signal be fed back to the local oscillator; phase and frequency errors
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FIGURE 26 Noncoherent (asynchronous) demodulation schemes:
(a) ASK envelope detection; (b) FSK dual filter detection, in which
the signal is separated into complementary channels for ASK enve-
lope detection.

(b)

(a)



must be corrected optically in order to maintain precise frequency and phase matching
between the two signals. This generally results in a narrower phase-locked loop bandwidth
and a much narrower spectral width requirement for the transmitter and local oscillator.
Homodyne systems therefore require considerably narrower linewidths than their hetero-
dyne counterparts.

Fiber Requirements. Heterodyne or homodyne reception is inherently single-mode, and
it is therefore necessary for coherent links to use single-mode fibers. Single-mode couplers
can then be used to combine the signal and local oscillator lasers for efficient heterodyne
detection.

As with other forms of fiber communications, fiber dispersion presents a degradation in the
signal-to-noise ratio due to differential delay between different components of the signal spec-
trum. The power penalty associated with fiber dispersion is determined entirely by the disper-
sion, the fiber length, and the bit rate. Because of the stringent source linewidth requirements
for coherent detection, the spectral broadening is entirely due to the signal itself. The coherent
detection system is therefore inherently less sensitive to fiber dispersion.

One important requirement of any fiber that is to be used for coherent transmission is
polarization control. As was discussed briefly under “Polarization Characteristics of Fibers”
earlier in this chapter, the transmitted polarization of light from a single-mode fiber varies
randomly with temperature, stress on the fiber, and other environmental influences. If het-
erodyning is attempted under these circumstances, the heat signal will fade in and out as the
polarization of the signal changes.

Polarization fading can be controlled either by external compensation,56 internal control,11

or polarization diversity reception.57 External compensation seeks to actively control the
polarization of the output by sensing the error through a polarizer-analyzer combination and
feeding back to correct the polarization. The latter can be accomplished through mechanical,
electro-optical, or magneto-optical means.

There are classes of optical fiber sensors which have source and fiber requirements very
similar to those of a coherent communication link. One of the most widely studied has been
the optical fiber gyro, in which counterpropagating waves in a rotating fiber coil interfere
with one another; the resulting beat frequency between the waves is proportional to the
angular velocity of the coil. There are other interferometric sensors which make use of opti-
cal fibers. Most of them require polarization control and a high degree of frequency stabil-
ity for the source. The relatively low frequencies and small bandwidths which are required
for sensing represent the major difference between these applications and coherent data
transmission.

1.8 NONLINEAR OPTICAL PROPERTIES OF FIBERS

Chapters and entire books have been devoted to the subject of optical nonlinearities in fibers.
A selection of these are included in “Further Reading” at the end of this chapter. We will con-
tent ourselves with an overview of the subject, and consider nonlinear effects which are most
important in either limiting or enhancing the performance of fibers. To date, most of the
applications of nonlinear optics in fibers are in the area of ultralong distance telecommunica-
tions.41,58–60 However, nonlinearities can limit the power-handling ability of fibers and can be
an important limitation for certain medical/surgical applications.

Stimulated Scattering Processes

The low loss and long interaction length of an optical fiber makes it an ideal medium for stim-
ulating even relatively weak scattering processes. Two important processes in fibers are: 
(1) stimulated Raman scattering, the interaction of the guided wave with high-frequency opti-
cal phonons in the material, and (2) stimulated Brillouin scattering, the emission, amplification,
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and scattering of low-frequency acoustic waves. These are distinguished by the size of the fre-
quency shift and the dynamics of the process, but both can act to limit the power available for
transmission.

Stimulated Raman scattering (SRS) produces a frequency shift of about 400 cm−1 from the
incident laser line. The equation governing the power growth of the Raman-shifted mode is
as follows

= −αRPR + PPPR (37)

where PR denotes the power of the Stokes-shifted light, PP is the pump power (this is the
power in the initially excited mode), and aP is the effective area of the pump. The Raman gain
gR ultimately determines the SRS-limited light intensity. For typical single-mode silica fibers,
gR is about 10−11 cm/W, and yields a power limit of

PCR = (38)

beyond which the guided wave power will be efficiently Raman-shifted and excess loss will
begin to appear at the pump wavelength.

Stimulated Brillouin scattering (SBS) can yield an even lower stimulated scattering thresh-
old. Acoustic waves in the fiber tend to form a Bragg index grating, and scattering occurs pri-
marily in the backward direction. The Brillouin gain gB is much higher than Raman gain in
fibers (gB = 5 × 10−9 cm/W) and leads to a stimulated scattering threshold of

PCR = (39)

for a narrowband, CW input.
Either type of stimulated scattering process can be used as a source of gain in the fiber.

Injecting a signal within the frequency band of the stimulated scattering process will provide
amplification of the input signal. Raman amplification tends to be the more useful of the two
because of the relatively large frequency shift and the broader-gain bandwidth. SBS has been
used in applications such as coherent optical communications48 where amplification of a pilot
carrier is desired.

The gain bandwidth for SBS is quite narrow—100 MHz for a typical fiber. SBS is therefore
only important for sources whose spectra lie within this band. An unmodulated narrow-band
laser source such as would be used as a local oscillator in a coherent system would be highly
susceptible to SBS, but a directly modulated laser with a 1-GHz linewidth under modulation
(modulated laser linewidths can extend well into the GHz range due to frequency chirp)
would have an SBS threshold about ten times that of the narrow linewidth source.

Pulse Compression and Soliton Propagation

A major accomplishment in the push toward short pulse propagation in optical fibers was the
prediction and observation of solitary wave propagation. In a nonlinear dispersive medium,
solitary waves may exist provided the nonlinearity and dispersion act to balance one another.
In the case of soliton propagation, the nonlinearity is a refractive index which follows the
pulse intensity in a nearly instantaneous fashion:

n(t) = n0 + n2I(t) (40)

For silica fibers, n2 = 3 × 10−16 cm2/W.
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The scalar equation governing pulse propagation in such a nonlinear dispersive medium is
sometimes termed the nonlinear Schrödinger equation

i + + N2|U|2U = 0 (41)

where the symbols are defined in Table 5. Certain solutions of this equation exist in which the
pulse propagates without change in shape; these are the soliton solutions. Solitons can be
excited in fibers and propagate great distances before breaking up. This is the basis for fiber-
based soliton communication.

Figure 27 illustrates what happens to a pulse which propagates in such a medium. The local
refractive index change produces what is commonly known as self phase modulation. Since n2

is positive, the leading edge of the pulse produces a local increase in refractive index. This
results in a red shift in the instantaneous frequency. On the trailing edge, the pulse experi-
ences a blue shift. If the channel is one which exhibits normal dispersion, the red-shifted edge
will advance while the blue-shifted edge will retard, resulting in pulse spreading If, however,
the fiber exhibits anomalous dispersion (beyond 1.3 µm for most single-mode fibers), the red-
shifted edge will retard and the pulse will be compressed. Fibers have been used in this way as
pulse compressors for some time. In the normal dispersion regime, the fiber nonlinearity is
used to chirp the pulse, and a grating pair supplies the dispersion necessary for compression.

1d2U
�
2dτ2

dU
�
dξ
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TABLE 5 Normalized Variables of the Nonlinear
Schrödinger Equation

A Pulse amplitude
z Longitudinal coordinate
t Time
P0 Peak power
T0 Pulse width
U A/�P0� normalized pulse amplitude
β1 Propagation constant
β2 Dispersion (2d order)
LD T 2

0 /|β2| dispersion length
n2 Nonlinear refractive index

τ �
t −

T
β
0

1z
� time normalized to moving frame

ξ normalized distance

N n2β1P0T 2
0 /|β2| Order of soliton

z
�
LD

FIGURE 27 A pulse propagating through a medium with an intensity-
dependent refractive index will experience frequency shifts of the leading
and trailing edges of the pulse (left). Upon transmission through a fiber hav-
ing anomalous dispersion, the pulse compresses (right).



In the anomalous dispersion regime, the fiber can act both to chirp and compress the pulse.
Near the dispersion minimum, higher-order dependence of the group delay on wavelength
becomes important, and simple pulse compression does not take place.

Pulse compression cannot continue indefinitely, since the linear dispersion will always act
to spread the pulse. At a critical shape, the pulse stabilizes and will propagate without change
in shape. This is the point at which a soliton forms. The lowest-order soliton will propagate
entirely without change in shape, higher order solitons (which also carry higher energy) expe-
rience a periodic evolution of pulse shape.

A soliton requires a certain power level in order to maintain the necessary index change.
Distortion-free pulses will therefore propagate only until the fiber loss depletes the energy.
Since solitons cannot persist in a lossy channel, they were long treated merely as laboratory
curiosities. This was changed by several successful demonstrations of extremely long distance
soliton transmission by the inclusion of gain to balance the loss. The gain sections, which ini-
tially made use of stimulated Raman scattering, now consist of rare-earth doped fiber ampli-
fiers. The record for repeaterless soliton transmission is constantly being challenged. At the
time of this writing, distance of well over 10,000 km have been demonstrated in recirculating
loop experiments.

In the laboratory, solitons have most often been generated by mode-locked laser sources.
Mode-locked solid state laser sources are generally limited to low duty-cycle pulses, with rep-
etition rates in the 1-GHz range or less. The mode-locked pulse train must then be modulated
to carry data, a process which must be carried out externally. There is a high level of current
interest in Erbium-doped fiber lasers as mode-locked sources for ultralong distance data
communications. Despite the capability of high duty cycle, directly modulated semiconductor
lasers are generally rendered unsuitable for soliton communications by the spectral broaden-
ing that occurs under modulation.

Four-Wave Mixing

The nonlinear refractive index is simply a degenerate case of a third-order optical nonlin-
earity, in which the polarization of the medium responds to the cube of the applied electric
field. It is possible for widely separated frequencies to phase modulate one another via the
fiber nonlinearity, generating sidebands which interfere with neighboring channels in a mul-
tiplexed system. This represents an important limit to channel capacity in either WDM or
FDM systems. The simplest picture of the four-wave mixing process in fibers can be illus-
trated by the transmission and cross-phase modulation of four equally spaced channels
shown in Fig. 28. Channels 1 and 2 interfere, producing an index of refraction which oscil-
lates at the difference frequency. This modulation in refractive index modulates channel 4,
producing sidebands at channels 3 and 5. This is only the simplest combination of frequen-
cies. Four-wave mixing allows any combination of three frequencies beating together to pro-
duce a fourth. If the fourth frequency lies within a communication band, that channel can be
rendered unusable.
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FIGURE 28 The effects of four-wave mixing on multichannel
transmission through an optical fiber.



This channel interference can effect either closely spaced channels, as one encounters with
coherent communications, or the rather widely separated channels of a WDM system. Effi-
cient four-wave mixing requires phase matching of the interacting waves throughout the
interaction length—widely separated channels will therefore be phase matched only in a
region of low-fiber dispersion.

The communications engineer will recognize this as little more than the intermodulation
products which must always be dealt with in a multichannel communications system with
small nonlinearities. Four-wave mixing merely produces intermodulation products over an
extremely wide bandwidth. Just as with baseband nonlinearities in analog communications
systems, judicious allocation of channels can minimize the problem, but at the expense of
bandwidth. The cumulative effect of the nonlinearities increases with interaction length
and therefore imposes an important limit on frequency or wavelength-division multiplexed
systems.

Photorefractive Nonlinearities in Fibers

There also exists a class of integrating, photorefractive nonlinearities in optical fibers which
have been of some interest in recent years. We use the word photorefractive loosely here, sim-
ply to indicate a long-term change in either the first- or second-order susceptibility with light
exposure. The effects appear strongest in fibers with a germania content, but the precise role
of the glass constituents in these processes is still an area of active research.

Bragg Index Gratings. Photons of energy near a UV absorption edge can often write per-
manent phase gratings by photoionizing certain constituents or impurities in the material.
This is the case for LiNbO4 and certain other ferroelectric materials, and such effects have
also been observed in germania-silica fibers. The effects were first observed in the process of
guiding relatively high power densities of green light—it was found that a high backscatter
developed over a period of prolonged exposure. The fiber then exhibited the transmission
characteristics of a Bragg grating, with extremely high resonant reflectivities.

The writing of permanent gratings in fibers using UV exposure is now relatively common-
place. Bragg gratings can be used as filters in WDM systems, reflectors on fiber lasers, and
possibly optical switches. For short lengths, the gratings are most easily formed holographi-
cally, by using two interfering beams from a pulsed UV source such as an excimer laser. The
fiber is exposed from the side; by controlling the angle of the two interfering beams, any grat-
ing period may be chosen.

Frequency Doubling in Germania-Silica Fibers. While it is not surprising that UV expo-
sure could produce refractive index changes, a rather unexpected discovery was the fact that
strong optical fields inside the fiber could produce a second-order susceptibility, resulting in
efficient frequency doubling. Electro-optic effects such as frequency doubling require that a
crystalline material lack a center of symmetry while an amorphous material must lack a sta-
tistical center of symmetry. It has long been known that certain materials will develop an 
electro-optic effect under a suitable applied field. This process, known as poling, provides the
necessary microscopic alignment of dipoles for development of the nonlinear susceptibility.
In optical fibers, a type of self-poling occurs from the strong fundamental beam, resulting in a
second-order susceptibility and efficient frequency doubling.

Efficient frequency doubling requires both a noncentrosymmetric material and adequate
phase matching between the fundamental and second harmonic waves. The mechanism by
which the fiber is both poled and phase matched is still not fully understood at the time of this
writing, and it remains to be seen whether this represents an exciting, new application of 
germania-silica fibers or simply an internal damage mechanism which limits the ultimate
power delivery of the fiber.
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1.9 OPTICAL FIBER MATERIALS: CHEMISTRY AND FABRICATION

What is arguably the most important breakthrough in the history of optical fiber technol-
ogy occurred in the materials development. Until 1970, many scientists felt that glasses of
moderate softening points and smooth phase transitions would allow for easier drawing and
better control. The choice of Corning Glass Works (now Corning, Inc.) to go to (what was
then) the somewhat more difficult chemistry of the nearly pure silica fiber allowed both a
dramatic reduction in fiber attenuation and a better understanding of the role of the chem-
ical constituents in fiber loss. Researchers soon found that the best dopants for altering the
refractive index were those which provided a weak index change without providing a large
shift in the UV absorption edge. Conventional fiber chemistry consists of dopants such as
GeO2, P2O5 (for raising the refractive index) and B2O3 or SiF4 (for lowering the refractive
index).

Silica has both UV and mid-IR absorption bands; these two bands result in a fundamental
limit to the attenuation which one can achieve in the silica system. This occurs despite the fact
that the Rayleigh scattering contribution decreases as λ−4, and the ultraviolet Urbach absorp-
tion edge decreases even faster with increasing λ. The infrared absorption increases with long
wavelengths, and becomes dominant beyond wavelengths of about 1.6 µm, resulting in a fun-
damental loss minimum near 1.55 µm.

The promise of achieving a lower Rayleigh scattering limit in the mid-infrared (as well as
the possible applications of fiber to the CO2 laser wavelength range) have spurred a great deal
of research in fiber materials which exhibit better infrared transparency. Two important rep-
resentative materials are the heavy-metal fluoride glasses and the chalcogenide glasses. While
both classes exhibit better infrared transparency, neither has yet improved to the point of seri-
ous competition with silica materials.

For a number of years, attenuation in optical fibers was limited by a strong absorption
band near λ = 1.4 µm. (An examination of attenuation curves of early telecommunications-
grade fiber shows it nearly unusable at what are now the wavelengths of prime interest—
1.3 µm and 1.55 µm.) This absorption, which was linked to the presence of residual OH ions,
grew steadily lower with the improvement of fiber fabrication techniques until the loss mini-
mum at λ = 1.55 µm was eventually brought close to the Rayleigh scattering limit.

The low-cost, low-temperature processes by which polymers can be fabricated has led to
continued research into the applications of plastic fiber to technologies which require low
cost, easy connectivity, and that are not loss-limited. The additional flexibility of these mate-
rials makes them attractive for large-core, short-length applications in which one wishes to
maximize the light insertion. Hybrid polymer cladding-silica core fibers have also received
some attention in applications requiring additional flexibility.

The final triumph of fiber chemistry in recent years has been the introduction and suc-
cessful demonstration of extremely long distance repeaterless fiber links using rare-earth
doped fiber amplifiers. This represented the climax of a long period of research in rare-earth
doped glasses which went largely unnoticed by the optics community. As a result, there has
been an explosion of work in the materials science, materials engineering, and applications of
rare-earth doped optical fibers.

Fabrication of Conventional Optical Fibers

Conventional fabrication of low-loss optical fibers requires two stages. The desired refractive
index profile is first fabricated in macroscopic dimensions in a preform. A typical preform is
several centimeters in width and a meter in length, maintaining the dimensions and dopant
distribution in the core and cladding that will eventually form in the fiber.

Chemical vapor deposition (CVD) is the primary technology used in fiber manufacturing.
The fabrication process must satisfy two requirements: (1) high purity, and (2) precise control
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over composition (hence, refractive index) profiles. Manufacturing considerations favor
approaches which provide a fast deposition rate and comparatively large preforms. In CVD
processes, submicron silica particles are produced through one (or both) of the following
chemical reactions

SiCl4 + O2 → SiO2 + 2Cl2

SiCl4 + 2H2O → SiO2 + HCl

The reactions are carried out at a temperature of about 1800°C. The deposition leads to a
high-purity silica soot which must then be sintered in order to form optical quality glass.

Modern manufacturing techniques, generally speaking, use one of two processes.61 In the
so-called “inside process,” a rotating silica substrate tube is subjected to an internal flow of
reactive gases. The two inside processes which have received the most attention are modified
chemical vapor deposition (MCVD) and plasma-assisted chemical vapor deposition (PCVD).
Both techniques require a layer-by-layer deposition, controlling the composition at each step
in order to reach the correct target refractive index. Oxygen, as a carrier gas, is bubbled
through SiCl4, which has a relatively high vapor pressure at room temperature.

The PCVD process provides the necessary energy for the chemical reaction by direct RF
plasma excitation. The submicron-sized particles form on the inner layer of the substrate, and
the composition of the layer is controlled strictly by the composition of the gas. PCVD does
not require the careful thermal control of other methods, but requires a separate sintering
step to provide a pore-free preform. A final heating to 2150°C collapses the preform into a
state in which it is ready to be drawn.

The MCVD process (Fig. 29) accomplishes the deposition by an external, local application
of a torch. The torch has the dual role of providing the necessary energy for oxidation and the
heat necessary for sintering the deposited SiO2. The submicron particles are deposited on the
“leading edge” of the torch; as the torch moves over these particles, they are sintered into a
vitreous, pore-free layer. Multiple passes result in a layered, glassy deposit which should
approximate the target radial profile of the fiber. As with PCVD, a final pass is necessary for
collapse of the preform before the fiber is ready to be drawn. MCVD requires rather precise
control over the temperature gradients in the tube but has the advantage of accomplishing the
deposition and sintering in a single step.

In the “outside process,” a rotating, thin cylindrical target (or mandrel) is used as the sub-
strate for a subsequent chemical vapor deposition, and requires removal before the boule is
sintered. Much of the control in these deposition techniques lies in the construction of the
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torch. For an outside process, the torch supplies both the chemical constituents and the heat
for the reaction.

Two outside processes which have been used a great deal are the outside vapor deposition
(OVD) and the vapor axial deposition (VAD) techniques. Figure 30 illustrates a generic out-
side process. In the OVD process the torch consists of discrete holes formed in a pattern of
concentric rings. The primary chemical stream is at the center, followed by O2 (acting as a
shield gas), premixed methane/oxygen, and another shield ring. The torch itself translates
along the rotating boule and the dopants are dynamically controlled to achieve the necessary
profiling.

The VAD torch is comprised of a set of concentric annular apertures, with a chemical
sequence similar to the OVD. In contrast to the OVD method, the VAD torch is held sta-
tionary during the deposition; the rotating target is held vertically, and is lifted as the deposi-
tion continues.

Dopant Chemistry

Standard dopants for silica fiber include GeO2, P2O5, B2O3, and SiF4. The former two are used
to increase the refractive index (and are therefore used in the core), while the latter decrease
the index of refraction (and are therefore used in the cladding). The CVD processes will often
use oxygen as a carrier gas with the high vapor pressure liquids GeCl4, POCl3, or SiF4. The
reaction which produces the dopant “soot” is then

GeCl4 + O2 → GeO2 + 2Cl2

4POCl3 + 3O2 → 2P2O5 + 6Cl2

As noted in a recent article by Morse et al.,62 “Nature has been kind in the creation of the
high vapor pressure liquid precursors used in the fabrication of optical fibers for the trans-
mission of telecommunication signals.” This has been an extremely important factor in the
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success of CVD fiber fabrication techniques. The problem of introducing more exotic
dopants, such as the rare-earth elements, is not quite so straightforward and there does not
appear to exist, at this time, a single, widely used technique. The problem of control over the
rare-earth dopant profile is compounded by the fact that research in laser and amplifier
design is ongoing, and the optimum dopant profile for rare-earth doped fibers and amplifiers
is, in many cases, still unknown. Despite these uncertainties, rare-earth doped fibers have
already been introduced into commercial products and promise to spearhead the next gener-
ation of long distance telecommunications systems.

Other Fabrication Techniques

There are other preform fabrication and fiber drawing techniques. These are not generally
used in telecommunications-grade silica fiber, but can be of advantage for glass chemistries
which do not easily lend themselves to chemical vapor deposition. Several examples of this
will be described in the following section on infrared fiber fabrication.

CVD materials, while the most popular, are not the only methods for preform fabrication.
Alternative methods of preform fabrication include both bulk casting and a class of non-CVD
tubular casting techniques. One such technique is the “rod-in-tube” method, in which the core
and cladding materials are cast separately and combined in a final melting/collapsing step.
This method assures a homogeneous, low-impurity content core but risks introducing defects
and bubbles into the core/cladding interface.

The most well-known method of preform-free drawing is the double crucible method, in
which the core and cladding melts are formed separately and combined in the drawing pro-
cess itself. This eliminates the need for a very large preform in the case of long lengths of
fiber. The index profile is established in the drawing process itself, and index gradients are
therefore difficult to establish unless additional crucibles are added. Another difficulty of
the crucible method is the sometimes inadequate control of the concentricity of the core and
cladding.

Infrared Fiber Fabrication

The major applications of interest for infrared optical fibers are as follows:

1. Ultra-low-loss communication links
2. CO2 laser transmission for medical applications
3. Thermal imaging and remote temperature monitoring
4. Gas sensing

These may differ rather dramatically in their attenuation requirements and spectral region
of interest. For example, an ultra-low-loss communications link requires attenuation some-
what less than 0.1 dB/km in order to be competitive with silica fiber. Typical medical appli-
cations simply require high-power handling capabilities of a CO2 laser over meter lengths.
All of these applications require a departure from the silica-based chemistry which has been
so successful for applications in the near infrared and visible. Much of the generic chemistry
of these glasses is covered in Chap. 33 of Vol. II, “Crystals and glasses.” Our intent here is to
give an overview of the fiber types and the general state of the materials technology in each
case.

Chalcogenide Fibers. Sulfide, selenide, and telluride glasses have all been used for bulk
infrared optics—particularly for applications involving CO2 (λ = 10.6 µm) or CO laser trans-
mission (λ = 5.4 µm). Infrared fibers have been drawn from these materials and yielded trans-
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mission losses of the order of 1 dB/meter in the 5- to 7-µm region.63 The preform fabrication
and drawing of chalcogenide fibers is much more difficult than that of silica due primarily to
its sensitivity both to oxygen and moisture. Both oxidation and crystallization can occur at the
temperatures necessary to draw the fiber. Either will result in catastrophically high losses and
fiber weakness.

Fluoride Fibers. Fluoride fibers have received the most attention for low-loss telecommu-
nications applications, because the theoretical limit for Rayleigh scattering is considerably
lower. This is due both to a higher-energy UV absorption edge and better infrared trans-
parency. The difficulty is that excess absorption has proven rather difficult to reduce, and the
lowest published losses to date have been near 1 dB/km for long fiber lengths.64,65 The state-
of-the-art in fluoride fiber fabrication is still well above the Rayleigh scattering limit but does
show the expected improvement over silica fiber in wavelengths beyond 1.6 µm. Fabrication
of very short fiber lengths has been somewhat more successful, with reported losses as low as
0.025 dB/km at 2.55 µm.66

The residual loss for longer fibers has been largely linked to extrinsic impurity/defect con-
tent. Recent articles by Takahashi and Sanghera64,65 have noted the role of transition metal
and rare-earth ions, submicron platinum particles, oxyfluoride particles, fluoride microcrys-
tals, and bubbles as both extrinsic absorbers and scatterers. The defects of interest originate
from a variety of sources, and there has been much discussion on which defects dominate the
scattering process. To date, the consensus appears to be that impurity absorption does not
adequately account for the current loss limits, but does account for residual losses in the
neighborhood of 0.2 dB/km.

The classes of defects which have been blamed for the current loss limits are as follows:

Platinum particles. These arise from the use of platinum crucibles. The use of vitreous car-
bon crucibles eases this contamination.
Core bubbles. This is clearly a problem in the preform fabrication and appears in some of
the bulk casting techniques.
Interfacial bubbles. Bubbles appearing at the core-cladding interface have been named as
being a major cause of excess scattering. These appear to be a particular problem for those
techniques which employ separate core and cladding melts. This unfortunately negates
some of the advantages offered by the crucible techniques in fluoride fiber fabrication.
Fluoride microcrystals. Crystals can nucleate at a variety of defect sites. Many of these sites
appear at the core-cladding interface, producing interface roughness and scattering. Since, for
step-index fibers, the integrity of the core-cladding interface is essential to the confinement of
the optical wave, a small amount of interface roughness can produce rather high excess losses.

Chapter 33 of Vol. II, “Crystals and glasses,” gives information on the composition and
properties of a single-mode fiber grade fluoride glass. This class of compositions has received
the designation ZBLAN, after its heavy-metal constituents. The large number of components
makes it immediately obvious that both phase separation and crystallization are important
issues in fabrication. Either can produce catastrophic increases in loss as well as mechanical
weakening of the fiber, and it is clear that many materials science challenges remain in the
area of fluoride fiber fabrication.
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CHAPTER 2

OPTICAL FIBER COMMUNICATION
TECHNOLOGY AND SYSTEM
OVERVIEW

Ira Jacobs
Fiber and Electro-Optics Research Center 
Virginia Polytechnic Institute and State University
Blacksburg, Virginia

2.1 INTRODUCTION

Basic elements of an optical fiber communication system include the transmitter [laser or
light-emitting diode (LED)], fiber (multimode, single-mode, or dispersion-shifted), and the
receiver [positive-intrinsic-negative (PIN) diode and avalanche photodetector (APD) detec-
tors, coherent detectors, optical preamplifiers, receiver electronics]. Receiver sensitivities of
digital systems are compared on the basis of the number of photons per bit required to
achieve a given bit error probability, and eye degradation and error floor phenomena are
described. Laser relative intensity noise and nonlinearities are shown to limit the perfor-
mance of analog systems. Networking applications of optical amplifiers and wavelength-
division multiplexing are considered, and future directions are discussed.

Although the light-guiding property of optical fibers has been known and used for many
years, it is only relatively recently that optical fiber communications has become both a pos-
sibility and a reality.1 Following the first prediction in 19662 that fibers might have sufficiently
low attenuation for telecommunications, the first low-loss fiber (20 dB/km) was achieved in
1970.3 The first semiconductor laser diode to radiate continuously at room temperature was
also achieved in 1970.4 The 1970s were a period of intense technology and system develop-
ment, with the first systems coming into service at the end of the decade. The 1980s saw both
the growth of applications (service on the first transatlantic cable in 1988) and continued
advances in technology. This evolution continued in the 1990s with the advent of optical
amplifiers and with the applications emphasis turning from point-to-point links to optical net-
works.

This chapter provides an overview of the basic technology, systems, and applications of
optical fiber communication. It is an update and compression of material presented at a 1994
North Atlantic Treaty Organization (NATO) Summer School.5

2.1
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2.2 BASIC TECHNOLOGY

This section considers the basic technology components of an optical fiber communications
link, namely the fiber, the transmitter, and the receiver, and discusses the principal parame-
ters that determine communications performance.

Fiber

An optical fiber is a thin filament of glass with a central core having a slightly higher index of
refraction than the surrounding cladding. From a physical optics standpoint, light is guided by
total internal reflection at the core-cladding boundary. More precisely, the fiber is a dielectric
waveguide in which there are a discrete number of propagating modes.6 If the core diameter
and the index difference are sufficiently small, only a single mode will propagate. The condi-
tion for single-mode propagation is that the normalized frequency V be less than 2.405, where

V = �n2
1 − n2

2� (1)

and a is the core radius, λ is the free space wavelength, and n1 and n2 are the indexes of refrac-
tion of the core and cladding, respectively. Multimode fibers typically have a fractional index
difference (∆) between core and cladding of between 1 and 1.5 percent and a core diameter of
between 50 and 100 µm. Single-mode fibers typically have ∆ ≈ 0.3% and a core diameter of
between 8 and 10 µm.

The fiber numerical aperture (NA), which is the sine of the half-angle of the cone of accep-
tance, is given by

NA = �n2
1 − n2

2� = n1 �2∆� (2)

Single-mode fibers typically have an NA of about 0.1, whereas the NA of multimode fibers is
in the range of 0.2 to 0.3.

From a transmission system standpoint, the two most important fiber parameters are
attenuation and bandwidth.

Attenuation. There are three principal attenuation mechanisms in fiber: absorption, scat-
tering, and radiative loss. Silicon dioxide has resonance absorption peaks in the ultraviolet
(electronic transitions) and in the infrared beyond 1.6 µm (atomic vibrational transitions), but
is highly transparent in the visible and near-infrared.

Radiative losses are generally kept small by using a sufficiently thick cladding (communi-
cation fibers have an outer diameter of 125 µm), a compressible coating to buffer the fiber
from external forces, and a cable structure that prevents sharp bends.

In the absence of impurities and radiation losses, the fundamental attenuation mechanism
is Rayleigh scattering from the irregular glass structure, which results in index of refraction
fluctuations over distances that are small compared to the wavelength. This leads to a scat-
tering loss

α = , with B ≈ 0.9 µm4 (3)

for “best” fibers. Attenuation as a function of wavelength is shown in Fig. 1. The attenuation
peak at λ = 1.4 µm is a resonance absorption due to small amounts of water in the fiber,
although fibers now may be made in which this peak is absent. Initial systems operated at a
wavelength around 0.85 µm owing to the availability of sources and detectors at this wave-

dB
�
km

B
�
λ4

2πa
�

λ
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length. Present systems (other than some short-distance data links) generally operate at
wavelengths of 1.3 or 1.55 µm. The former, in addition to being low in attenuation (about 
0.32 dB/km for best fibers), is the wavelength of minimum intramodal dispersion (see the next
section) for standard single-mode fiber. Operation at 1.55 µm allows even lower attenuation
(minimum is about 0.16 dB/km) and the use of erbium-doped-fiber amplifiers (see Sec. 2.5),
which operate at this wavelength.

Dispersion. Pulse spreading (dispersion) limits the maximum modulation bandwidth (or
maximum pulse rate) that may be used with fibers. There are two principal forms of disper-
sion: intermodal dispersion and intramodal dispersion. In multimode fiber, the different
modes experience different propagation delays resulting in pulse spreading. For graded-index
fiber, the lowest dispersion per unit length is given approximately by7

= (intermodal) (4)

[Grading of the index of refraction of the core in a nearly parabolic function results in an
approximate equalization of the propagation delays. For a step-index fiber, the dispersion per
unit length is δτ/L = n1∆/c, which for ∆=0.01 is 1000 times larger than that given by Eq. (4).]

Bandwidth is inversely proportional to dispersion, with the proportionality constant
dependent on pulse shape and how bandwidth is defined. If the dispersed pulse is approxi-
mated by a Gaussian pulse with δτ being the full width at the half-power point, then the 
−3-dB bandwidth B is given by

B = 0.44/δτ (5)

Multimode fibers are generally specified by their bandwidth in a 1-km length. Typical
specifications are in the range from 200 MHz to 1 GHz. Fiber bandwidth is a sensitive func-
tion of the index profile and is wavelength dependent, and the scaling with length depends on
whether there is mode mixing.8 Also, for short-distance links, the bandwidth is dependent on

n1∆2

�
10c

δτ
�
L
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FIGURE 1 Fiber attenuation as a function of wavelength. Dashed curve shows Rayleigh scat-
tering. Solid curve indicates total attenuation including resonance absorption at 1.38 µm from
water and tail of infrared atomic resonances above 1.6 µm.
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the launch conditions. Multimode fibers are generally used only when the bit rates and dis-
tances are sufficiently small that accurate characterization of dispersion is not of concern,
although this may be changing with the advent of graded-index plastic optical fiber for high-
bit-rate short-distance data links.

Although there is no intermodal dispersion in single-mode fibers,* there is still dispersion
within the single mode (intramodal dispersion) resulting from the finite spectral width of the
source and the dependence of group velocity on wavelength. The intramodal dispersion per
unit length is given by

δτ/L = D δλ for D ≠ 0

= 0.2So (δλ)2 for D = 0 (6)

where D is the dispersion coefficient of the fiber, δλ is the spectral width of the source, and So

is the dispersion slope

So = at λ = λ0, where D(λ0) = 0 (7)

If both intermodal and intramodal dispersion are present, the square of the total disper-
sion is the sum of the squares of the intermodal and intramodal dispersions. For typical digi-
tal systems, the total dispersion should be less than half the interpulse period T. From Eq. (5)
this corresponds to an effective fiber bandwidth that is at least 0.88/T.

There are two sources of intramodal dispersion: material dispersion, which is a conse-
quence of the index of refraction being a function of wavelength, and waveguide dispersion,
which is a consequence of the propagation constant of the fiber waveguide being a function of
wavelength.

For a material with index of refraction n(λ), the material dispersion coefficient is given by

Dmat = − (8)

For silica-based glasses, Dmat has the general characteristics shown in Fig. 2. It is about 
−100 ps/km⋅nm at a wavelength of 820 nm, goes through zero at a wavelength near 1300 nm,
and is about 20 ps/km⋅nm at 1550 nm.

For step-index single-mode fibers, waveguide dispersion is given approximately by10

Dwg ≈ − (9)

For conventional single-mode fiber, waveguide dispersion is small (about −5 ps/km⋅nm at
1300 nm). The resultant D(λ) is then slightly shifted (relative to the material dispersion curve)
to longer wavelengths, but the zero-dispersion wavelength (λ0) remains in the vicinity of 1300
nm. However, if the waveguide dispersion is made larger negative by decreasing a or equiva-
lently by tapering the index of refraction in the core the zero-dispersion wavelength may be
shifted to the vicinity of 1550 nm (see Fig. 2). Such fibers are called dispersion-shifted fibers
and are advantageous because of the lower fiber attenuation at this wavelength and the
advent of erbium-doped-fiber amplifiers (see Sec. 8.5). Note that dispersion-shifted fibers
have a smaller slope at the dispersion minimum (S0 ≈ 0.06 ps/km⋅nm2 compared to S0 ≈ 0.09
ps/km⋅nm2 for conventional single-mode fiber).

0.025λ
�
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* A single-mode fiber actually has two degenerate modes corresponding to the two principal polarizations. Any asym-
metry in the transmission path removes this degeneracy and results in polarization dispersion. This is typically very small
(in the range of 0.1 to 1 ps/km1/2), but is of concern in long-distance systems using linear repeaters.9



With more complicated index of refraction profiles, it is possible, at least theoretically, to
control the shape of the waveguide dispersion such that the total dispersion is small in both
the 1300- and 1550-nm bands, leading to dispersion-flattened fibers.11

Transmitting Sources

Semiconductor light-emitting diodes (LEDs) or lasers are the primary light sources used in
fiber-optic transmission systems. The principal parameters of concern are the power coupled
into the fiber, the modulation bandwidth, and (because of intramodal dispersion) the spectral
width.

Light-Emitting Diodes (LEDs). LEDs are forward-biased positive-negative (PN) junctions
in which carrier recombination results in spontaneous emission at a wavelength correspond-
ing to the energy gap. Although several milliwatts may be radiated from high-radiance LEDs,
the radiation is over a wide angular range, and consequently there is a large coupling loss
from an LED to a fiber. Coupling efficiency (η = ratio of power coupled to power radiated)
from an LED to a fiber is given approximately by12

η ≈ (NA)2 for rs < a

η ≈ (a/rs)2 (NA)2 for rs > a (10)

where rs is the radius of the LED. Use of large-diameter, high-NA multimode fiber improves
the coupling from LEDs to fiber. Typical coupling losses are 10 to 20 dB for multimode fibers
and more than 30 dB for single-mode fibers.

In addition to radiating over a large angle, LED radiation has a large spectral width (about
50 nm at λ = 850 nm and 100 nm at λ = 1300 nm) determined by thermal effects. Systems
employing LEDs at 850 nm tend to be intramodal-dispersion-limited, whereas those at 
1300 nm are intermodal-dispersion-limited.

OPTICAL FIBER COMMUNICATION TECHNOLOGY AND SYSTEM OVERVIEW 2.5

FIGURE 2 Intramodal dispersion coefficient as a function of wavelength. Dotted curve shows Dmat; dashed
curve shows Dwg to achieve D (solid curve) with dispersion 0 at 1.55 µm.



Owing to the relatively long time constant for spontaneous emission (typically several
nanoseconds), the modulation bandwidths of LEDs are generally limited to several hun-
dred MHz. Thus, LEDs are generally limited to relatively short-distance, low-bit-rate appli-
cations.

Lasers. In a laser, population inversion between the ground and excited states results in
stimulated emission. In edge-emitting semiconductor lasers, this radiation is guided within the
active region of the laser and is reflected at the end faces.* The combination of feedback and
gain results in oscillation when the gain exceeds a threshold value. The spectral range over
which the gain exceeds threshold (typically a few nanometers) is much narrower than the
spectral width of an LED. Discrete wavelengths within this range, for which the optical length
of the laser is an integer number of half-wavelengths, are radiated. Such a laser is termed a
multilongitudinal mode Fabry-Perot laser. Radiation is confined to a much narrower angular
range than for an LED, and consequently may be efficiently coupled into a small-NA fiber.
Coupled power is typically about 1 mW.

The modulation bandwidth of lasers is determined by a resonance frequency caused by the
interaction of the photon and electron concentrations.14 Although this resonance frequency
was less than 1 GHz in early semiconductor lasers, improvements in materials have led to
semiconductor lasers with resonance frequencies (and consequently modulation bandwidths)
in excess of 10 GHz. This not only is important for very high-speed digital systems, but now
also allows semiconductor lasers to be directly modulated with microwave signals. Such appli-
cations are considered in Sec. 2.7.

Although multilongitudinal-mode Fabry-Perot lasers have a narrower spectral spread
than LEDs, this spread still limits the high-speed and long-distance capability of such lasers.
For such applications, single-longitudinal-mode (SLM) lasers are used. SLM lasers may be
achieved by having a sufficiently short laser (less than 50 µm), by using coupled cavities
(either external mirrors or cleaved coupled cavities15), or by incorporating a diffraction grat-
ing within the laser structure to select a specific wavelength. The latter has proven to be most
practical for commercial application, and includes the distributed feedback (DFB) laser, in
which the grating is within the laser active region, and the distributed Bragg reflector (DBR)
laser, where the grating is external to the active region.16

There is still a finite line width for SLM lasers. For lasers without special stabilization, the
line width is on the order of 0.1 nm. Expressed in terms of frequency, this corresponds to a fre-
quency width of 12.5 GHz at a wavelength of 1550 nm. (Wavelength and frequency spread are
related by δf/f = −δλ/λ, from which it follows that δf = −cδλ/λ2.) Thus, unlike electrical com-
munication systems, optical systems generally use sources with spectral widths that are large
compared to the modulation bandwidth.

The finite line width (phase noise) of a laser is due to fluctuations of the phase of the opti-
cal field resulting from spontaneous emission. In addition to the phase noise contributed
directly by the spontaneous emission, the interaction between the photon and electron con-
centrations in semiconductor lasers leads to a conversion of amplitude fluctuations to phase
fluctuations, which increases the line width.17 If the intensity of a laser is changed, this same
phenomenon gives rise to a change in the frequency of the laser (chirp). Uncontrolled, this
causes a substantial increase in line width when the laser is modulated, which may cause dif-
ficulties in some system applications, possibly necessitating external modulation. However,
the phenomenon can also be used to advantage. For appropriate lasers under small signal
modulation, a change in frequency proportional to the input signal can be used to frequency-
modulate and/or to tune the laser. Tunable lasers are of particular importance in networking
applications employing wavelength-division multiplexing (WDM).
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Photodetectors

Fiber-optic systems generally use PIN or APD photodetectors. In a reverse-biased PIN diode,
absorption of light in the intrinsic region generates carriers that are swept out by the reverse-
bias field. This results in a photocurrent (Ip) that is proportional to the incident optical power
(PR), where the proportionality constant is the responsivity (�) of the photodetector; that is,
� = IP/PR. Since the number of photons per second incident on the detector is power divided
by the photon energy, and the number of electrons per second flowing in the external circuit
is the photocurrent divided by the charge of the electron, it follows that the quantum effi-
ciency (η = electrons/photons) is related to the responsivity by

η = = � (11)

For wavelengths shorter than 900 nm, silicon is an excellent photodetector, with quantum
efficiencies of about 90 percent. For longer wavelengths, InGaAs is generally used, with quan-
tum efficiencies typically around 70 percent. Very high bandwidths may be achieved with PIN
photodetectors. Consequently, the photodetector does not generally limit the overall system
bandwidth.

In an avalanche photodetector (APD), a larger reverse voltage accelerates carriers, caus-
ing additional carriers by impact ionization resulting in a current IAPD = MIp, where M is the
current gain of the APD. As noted in Sec. 2.3, this can result in an improvement in receiver
sensitivity.

2.3 RECEIVER SENSITIVITY

The receiver in a direct-detection fiber-optic communication system consists of a photodetec-
tor followed by electrical amplification and signal-processing circuits intended to recover the
communications signal. Receiver sensitivity is defined as the average received optical power
needed to achieve a given communication rate and performance. For analog communications,
the communication rate is measured by the bandwidth of the electrical signal to be transmit-
ted (B), and performance is given by the signal-to-noise ratio (SNR) of the recovered signal.
For digital systems, the communication rate is measured by the bit rate (Rb) and performance
is measured by the bit error probability (Pe).

For a constant optical power transmitted, there are fluctuations of the received photocur-
rent about the average given by Eq. (11). The principal sources of these fluctuations are signal
shot noise (quantum noise resulting from random arrival times of photons at the detector),
receiver thermal noise, APD excess noise, and relative intensity noise (RIN) associated with
fluctuations in intensity of the source and/or multiple reflections in the fiber medium.

Digital On-Off-Keying Receiver

It is instructive to define a normalized sensitivity as the average number of photons per bit (N�p)
to achieve a given error probability, which we take here to be Pe = 10−9. Given N�p, the received
power when a 1 is transmitted is obtained from

PR = 2N�pRb (12)

where the factor of 2 in Eq. (12) is because PR is the peak power, and N�p is the average num-
ber of photons per bit.
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Ideal Receiver. In an ideal receiver individual photons may be counted, and the only source
of noise is the fluctuation of the number of photons counted when a 1 is transmitted. This is a
Poisson random variable with mean 2N�p. No photons are received when a 0 is transmitted.
Consequently, an error is made only when a 1 is transmitted and no photons are received. This
leads to the following expression for the error probability

Pe = �
1
2

� exp(−2N�p) (13)

from which it follows that N�p = 10 for Pe = 10−9. This is termed the quantum limit.

PIN Receiver. In a PIN receiver, the photodetector output is amplified, filtered, and sam-
pled, and the sample is compared with a threshold to decide whether a 1 or 0 was transmitted.
Let I be the sampled current at the input to the decision circuit scaled back to the corre-
sponding value at the output of the photodetector. (It is convenient to refer all signal and
noise levels to their equivalent values at the output of the photodetector.) I is then a random
variable with means and variances given by

µ1 = Ip µ0 = 0 (14a)

σ2
1 = 2qIpB + σ2

0 = (14b)

where the subscripts 1 and 0 refer to the bit transmitted, kT is the thermal noise energy, and
Re is the effective input noise resistance of the amplifier. Note that the noise values in the 1
and 0 states are different owing to the shot noise in the 1 state.

Calculation of error probability requires knowledge of the distribution of I under the two
hypotheses. Under the assumption that these distributions may be approximated by gaussian
distributions with means and variances given by Eq. (14), the error probability may be shown
to be given by (Chap. 4 in Ref. 18)

Pe = K� � (15)

where

K(Q) = 	∞

Q
dx exp(−x2/2) = erfc(Q/�2�) (16)

It can be shown from Eqs. (11), (12), (14), and (15) that

N�p = Q2�1 + �� (17)

where

Ce = (18)

is the effective noise capacitance of the receiver, and from Eq. (16), Q = 6 for Pe = 10−9. The min-
imum bandwidth of the receiver is half the bit rate, but in practice B/Rb is generally about 0.7.

The gaussian approximation is expected to be good when the thermal noise is large com-
pared to the shot noise. It is interesting, however, to note that Eq. (17) gives N�p = 18 when 
Ce = 0, B/Rb = 0.5, η = 1, and Q = 6. Thus, even in the shot noise limit, the gaussian approxi-
mation gives a surprisingly close result to the value calculated from the correct Poisson distri-

1
�
2πReB

8πkTCe
�

q2

1
�
Q

B
�
ηRb

1
�
2

1
�
�2π�

µ1 − µ0
�
σ1 + σ0

4kTB
�

Re

4kTB
�

Re

2.8 FIBER OPTICS



bution. It must be pointed out, however, that the location of the threshold calculated by the
gaussian approximation is far from correct in this case. In general, the gaussian approxima-
tion is much better in estimating receiver sensitivity than in establishing where to set receiver
thresholds.

Low-input-impedance amplifiers are generally required to achieve the high bandwidths
required for high-bit-rate systems. However, a low input impedance results in high thermal
noise and poor sensitivity. High-input-impedance amplifiers may be used, but this narrows
the bandwidth, which must be compensated for by equalization following the first-stage
amplifier. Although this may result in a highly sensitive receiver, the receiver will have a poor
dynamic range owing to the high gains required in the equalizer.19 Receivers for digital sys-
tems are generally implemented with transimpedance amplifiers having a large feedback
resistance. This reduces the effective input noise capacitance to below the capacitance of the
photodiode, and practical receivers can be built with Ce ≈ 0.1 pF. Using this value of capaci-
tance and B/Rb = 0.7, η = 0.7, and Q = 6, Eq. (17) gives N�p ≈ 2600. Note that this is about 34 dB
greater than the value given by the quantum limit.

APD Receiver. In an APD receiver, there is additional shot noise owing to the excess noise
factor F of the avalanche gain process. However, thermal noise is reduced because of the cur-
rent multiplication gain M before thermal noise is introduced. This results in a receiver sensi-
tivity given approximately by*

N�p = Q2�F + �� (19)

The excess noise factor is an increasing function of M, which results in an optimum M to
minimize N�p.19 Good APD receivers at 1300 and 1550 nm typically have sensitivities of the
order of 1000 photons per bit. Owing to the lower excess noise of silicon APDs, sensitivity of
about 500 photons per bit can be achieved at 850 nm.

Impairments. There are several sources of impairment that may degrade the sensitivity of
receivers from the values given by Eqs. (17) and (19). These may be grouped into two general
classes: eye degradations and signal-dependent noise.

An eye diagram is the superposition of all possible received sequences. At the sampling
point, there is a spread of the values of a received 1 and a received 0. The difference between
the minimum value of a received 1 and the maximum value of the received 0 is known as the
eye opening. This is given by (1 − ε)Ip where ε is the eye degradation. The two major sources
of eye degradation are intersymbol interference and finite laser extinction ratio. Intersymbol
interference results from dispersion, deviations from ideal shaping of the receiver filter, and
low-frequency cutoff effects that result in direct current (DC) offsets.

Signal-dependent noises are phenomena that give a variance of the received photocurrent
that is proportional to I2

p and consequently lead to a maximum signal-to-noise ratio at the out-
put of the receiver. Principal sources of signal-dependent noise are laser relative intensity
noise (RIN), reflection-induced noise, mode partition noise, and modal noise. RIN is a con-
sequence of inherent fluctuations in laser intensity resulting from spontaneous emission (Ref.
17; Chap. 4 in Ref. 18). This is generally sufficiently small that it is not of concern in digital sys-
tems, but is an important limitation in analog systems requiring high signal-to-noise ratios
(see Sec. 2.7). Reflection-induced noise is the conversion of laser phase noise to intensity
noise by multiple reflections from discontinuities (such as at imperfect connectors.) This may
result in a substantial RIN enhancement that can seriously affect digital as well as analog sys-
tems.20 Mode partition noise occurs when Fabry-Perot lasers are used with dispersive fiber.
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Fiber dispersion results in changing phase relation between the various laser modes, which
results in intensity fluctuations. The effect of mode partition noise is more serious than that of
dispersion alone.21 Modal noise is a similar phenomenon that occurs in multimode fiber when
relatively few modes are excited and these interfere.

Eye degradations are accounted for by replacing Eq. (14a) by

µ1 − µ0 = (1 − ε)Ip (20a)

and signal-dependent noise by replacing Eq. (14b) by

σ2
1 = 2qIpB + + α2I2

pB σ2
0 = + α2I2

pB (20b)

and α2 is the relative spectral density of the signal-dependent noise. (It is assumed that the 
signal-dependent noise has a large bandwidth compared to the signal bandwidth B.) With
these modifications, the sensitivity of an APD receiver becomes

N�p = (21)

where the PIN expression is obtained by setting F = 1 and M = 1. It follows from Eq. (21) that
there is a minimum error probability (error floor) given by

Pe, min = K(Qmax) where Qmax = (22)

The existence of eye degradations and signal-dependent noise causes an increase in the
receiver power (called power penalty) required to achieve a given error probability.

2.4 BIT RATE AND DISTANCE LIMITS

Bit rate and distance limitations of digital links are determined by loss and dispersion limita-
tions. The following example is used to illustrate the calculation of the maximum distance for
a given bit rate. Consider a 2.5-Gbit/s system at a wavelength of 1550 nm. Assume an average
transmitter power of 0 dBm coupled into the fiber. Receiver sensitivity is taken to be 3000
photons per bit, which from Eq. (12) corresponds to an average receiver power of −30.2 dBm.
Allowing a total of 8 dB for margin and for connector and cabling losses at the two ends gives
a loss allowance of 22.2 dB. If the cabled fiber loss, including splices, is 0.25 dB/km, this leads
to a loss-limited transmission distance of 89 km.

Assuming that the fiber dispersion is D = 15 ps/km⋅nm and source spectral width is 0.1 nm,
this gives a dispersion per unit length of 1.5 ps/km. Taking the maximum allowed dispersion to
be half the interpulse period, this gives a maximum dispersion of 200 ps, which then yields a
maximum dispersion-limited distance of 133 km. Thus, the loss-limited distance is controlling.

Consider what happens if the bit rate is increased to 10 Gbit/s. For the same number of
photons per bit at the receiver, the receiver power must be 6 dB greater than that in the pre-
ceding example. This reduces the loss allowance by 6 dB, corresponding to a reduction of 
24 km in the loss-limited distance. The loss-limited distance is now 65 km (assuming all other
parameters are unchanged). However, dispersion-limited distance scales inversely with bit
rate, and is now 22 km. The system is now dispersion-limited. Dispersion-shifted fiber would
be required to be able to operate at the loss limit.
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Increasing Bit Rate

There are two general approaches for increasing the bit rate transmitted on a fiber: time-
division multiplexing (TDM), in which the serial transmission rate is increased, and wavelength-
division multiplexing (WDM), in which separate wavelengths are used to transmit independent
serial bit streams in parallel. TDM has the advantage of minimizing the quantity of active
devices but requires higher-speed electronics as the bit rate is increased. Also, as indicated by
the preceding example, dispersion limitations will be more severe.

WDM allows use of existing lower-speed electronics, but requires multiple lasers and
detectors as well as optical filters for combining and separating the wavelengths. Technology
advances, including tunable lasers, transmitter and detector arrays, high-resolution optical fil-
ters, and optical amplifiers (Sec. 2.5) are making WDM more attractive, particularly for net-
working applications (Sec. 2.6).

Longer Repeater Spacing

In principal, there are three approaches for achieving longer repeater spacing than that cal-
culated in the preceding text: lower fiber loss, higher transmitter powers, and improved
receiver sensitivity (smaller N�p). Silica-based fiber is already essentially at the theoretical
Rayleigh scattering loss limit. There has been research on new fiber materials that would
allow operation at wavelengths longer than 1.6 µm, with consequent lower theoretical loss
values.22 There are many reasons, however, why achieving such losses will be difficult, and
progress in this area has been slow.

Higher transmitter powers are possible, but there are both nonlinearity and reliability
issues that limit transmitter power. Since present receivers are more than 30 dB above the
quantum limit, improved receiver sensitivity would appear to offer the greatest possibility. To
improve the receiver sensitivity, it is necessary to increase the photocurrent at the output of
the detector without introducing significant excess loss. There are two main approaches for
doing so: optical amplification and optical mixing. Optical preamplifiers result in a theoreti-
cal sensitivity of 38 photons per bit23 (6dB above the quantum limit), and experimental sys-
tems have been constructed with sensitivities of about 100 photons per bit.24 This will be
discussed further in Sec. 2.5. Optical mixing (coherent receivers) will be discussed briefly in
the following text.

Coherent Systems. A photodetector provides an output current proportional to the magni-
tude square of the electric field that is incident on the detector. If a strong optical signal (local
oscillator) coherent in phase with the incoming optical signal is added prior to the photode-
tector, then the photocurrent will contain a component at the difference frequency between
the incoming and local oscillator signals. The magnitude of this photocurrent, relative to the
direct detection case, is increased by the ratio of the local oscillator to the incoming field
strengths. Such a coherent receiver offers considerable improvement in receiver sensitivity.
With on-off keying, a heterodyne receiver (signal and local oscillator frequencies different)
has a theoretical sensitivity of 36 photons per bit, and a homodyne receiver (signal and local
oscillator frequencies the same) has a sensitivity of 18 photons per bit. Phase-shift keying
(possible with coherent systems) provides a further 3-dB improvement. Coherent systems,
however, require very stable signal and local oscillator sources (spectral linewidths need to be
small compared to the modulation bandwidth) and matching of the polarization of the signal
and local oscillator fields.25

An advantage of coherent systems, more so than improved receiver sensitivity, is that
because the output of the photodetector is linear in the signal field, filtering for WDM demul-
tiplexing may be done at the difference frequency (typically in the microwave range). This
allows considerably greater selectivity than is obtainable with optical filtering techniques. The
advent of optical amplifiers has slowed the interest in coherent systems.
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2.5 OPTICAL AMPLIFIERS

There are two types of optical amplifiers: laser amplifiers based on stimulated emission and
parametric amplifiers based on nonlinear effects (Chap. 8 in Ref. 18). The former are currently
of most interest in fiber-optic communications. A laser without reflecting end faces is an ampli-
fier, but it is more difficult to obtain sufficient gain for amplification than it is (with feedback)
to obtain oscillation. Thus, laser oscillators were available much earlier than laser amplifiers.

Laser amplifiers are now available with gains in excess of 30 dB over a spectral range of
more than 30 nm. Output saturation powers in excess of 10 dBm are achievable. The ampli-
fied spontaneous emission (ASE) noise power at the output of the amplifier, in each of two
orthogonal polarizations, is given by

PASE = nsp Bo(G − 1) (23)

where G is the amplifier gain, Bo is the bandwidth, and the spontaneous emission factor nsp is
equal to 1 for ideal amplifiers with complete population inversion.

Comparison of Semiconductor and Fiber Amplifiers

There are two principal types of laser amplifiers: semiconductor laser amplifiers (SLAs) and
doped-fiber amplifiers. The erbium-doped-fiber amplifier (EDFA), which operates at a wave-
length of 1.55 µm, is of most current interest.

The advantages of the SLA, similar to laser oscillators, are that it is pumped by a DC cur-
rent, it may be designed for any wavelength of interest, and it can be integrated with elec-
trooptic semiconductor components.

The advantages of the EDFA are that there is no coupling loss to the transmission fiber, it
is polarization-insensitive, it has lower noise than SLAs, it can be operated at saturation with
no intermodulation owing to the long time constant of the gain dynamics, and it can be inte-
grated with fiber devices. However, it does require optical pumping, with the principal pump
wavelengths being either 980 or 1480 nm.

Communications Application of Optical Amplifiers

There are four principal applications of optical amplifiers in communication systems:26,27

1. Transmitter power amplifiers
2. Compensation for splitting loss in distribution networks
3. Receiver preamplifiers
4. Linear repeaters in long-distance systems

The last application is of particular importance for long-distance networks (particularly
undersea systems), where a bit-rate-independent linear repeater allows subsequent upgrad-
ing of system capacity (either TDM or WDM) with changes only at the system terminals.
Although amplifier noise accumulates in such long-distance linear systems, transoceanic
lengths are achievable with amplifier spacings of about 60 km corresponding to about 15-dB
fiber attenuation between amplifiers.

However, in addition to the accumulation of ASE, there are other factors limiting the dis-
tance of linearly amplified systems, namely dispersion and the interaction of dispersion and
nonlinearity.28 There are two alternatives for achieving very long-distance, very high-bit-rate
systems with linear repeaters: solitons, which are pulses that maintain their shape in a disper-
sive medium,29 and dispersion compensation.30
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2.6 FIBER-OPTIC NETWORKS

Networks are communication systems used to interconnect a number of terminals within a
defined geographic area—for example, local area networks (LANs), metropolitan area net-
works (MANs), and wide area networks (WANs). In addition to the transmission function
discussed throughout the earlier portions of this chapter, networks also deal with the routing
and switching aspects of communications.

Passive optical networks utilize couplers to distribute signals to users. In an N × N ideal
star coupler, the signal on each input port is uniformly distributed among all output ports. If
an average power PT is transmitted at a transmitting port, the power received at a receiving
port (neglecting transmission losses) is

PR = (1 − δN) (24)

where δN is the excess loss of the coupler. If N is a power of 2, an N × N star may be imple-
mented by log2 N stages of 2 × 2 couplers. Thus, it may be conservatively assumed that

1 − δN = (1 − δ2)log2N = Nlog2(1 − δ2) (25)

The maximum bit rate per user is given by the average received power divided by the prod-
uct of the photon energy and the required number of photons per bit (Np). The throughput Υ
is the product of the number of users and the bit rate per user, and from Eqs. (24) and (25) is
therefore given by

Υ = Nlog2(1 − δ2) (26)

Thus, the throughput (based on power considerations) is independent of N for ideal cou-
plers (δ2 = 0) and decreases slowly with N (∼N−0.17) for 10 log (1 − δ2) = 0.5 dB. It follows from
Eq. (26) that for a power of 1 mW at λ = 1.55 µm and with Np = 3000, the maximum through-
put is 2.6 Tbit/s.

This may be contrasted with a tapped bus, where it may be shown that optimum tap weight
to maximize throughput is given by 1/N, leading to a throughput given by31

Υ = exp(−2Nδ) (27)

Thus, even for ideal (δ = 0) couplers, the throughput decreases inversely with the number
of users. If there is excess coupler loss, the throughput decreases exponentially with the num-
ber of users and is considerably less than that given by Eq. (26). Consequently, for a power-
limited transmission medium, the star architecture is much more suitable than the tapped bus.
The same conclusion does not apply to metallic media, where bandwidth rather than power
limits the maximum throughput.

Although the preceding text indicates the large throughput that may be achieved in prin-
ciple with a passive star network, it doesn’t indicate how this can be realized. Most interest is
in WDM networks.32 The simplest protocols are those for which fixed-wavelength receivers
and tunable transmitters are used. However, the technology is simpler when fixed-wavelength
transmitters and tunable receivers are used, since a tunable receiver may be implemented
with a tunable optical filter preceding a wideband photodetector. Fixed-wavelength transmit-
ters and receivers involving multiple passes through the network are also possible, but this
requires utilization of terminals as relay points. Protocol, technology, and application consid-
erations for gigabit networks (networks having access at gigabit rates and throughputs at ter-
abit rates) is an extensive area of current research.32,33
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2.7 ANALOG TRANSMISSION ON FIBER

Most interest in fiber-optic communications is centered around digital transmission, since
fiber is generally a power-limited rather than a bandwidth-limited medium. There are appli-
cations, however, where it is desirable to transmit analog signals directly on fiber without con-
verting them to digital signals. Examples are cable television (CATV) distribution and
microwave links such as entrance links to antennas and interconnection of base stations in
mobile radio systems.

Carrier-to-Noise Ratio (CNR)

Optical intensity modulation is generally the only practical modulation technique for incoherent-
detection fiber-optic systems. Let f(t) be the carrier signal that intensity modulates the optical
source. For convenience, assume that the average value of f(t) is equal to 0, and that the magni-
tude of f(t) is normalized to be less than or equal to 1. The received optical power may then be
expressed as

P(t) = Po[1 + mf(t)] (28)

where m is the optical modulation index

m = (29)

The carrier-to-noise ratio is then given by

CNR = (30)

where � is the photodetector responsivity, RIN is the relative intensity noise spectral den-
sity (denoted by α2 in Sec. 2.3), and <i2

th> is the thermal noise spectral density (expressed as
4kT/Re in Sec. 2.3). CNR is plotted in Fig. 3 as a function of received optical power for a
bandwidth of B = 4 MHz (single video channel), optical modulation index m = 0.05, � = 0.8
A/W, RIN = −155 dB/Hz, and �<i2

th>� = 7 pA/�Hz�. At low received powers (typical of digital
systems) the CNR is limited by thermal noise. However, to obtain the higher CNR generally
needed by analog systems, shot noise and then ultimately laser RIN become limiting.

Analog Video Transmission on Fiber34

It is helpful to distinguish between single-channel and multiple-channel applications. For the
single-channel case, the video signal may directly modulate the laser intensity [amplitude-
modulated (AM) system], or the video signal may be used to frequency-modulate an electrical
subcarrier, with this subcarrier then intensity-modulating the optical source [frequency-
modulated (FM) system]. Equation (30) gives the CNR of the recovered subcarrier. Subse-
quent demodulation of the FM signal gives an additional increase in signal-to-noise ratio. In
addition to this FM improvement factor, larger optical modulation indexes may be used than
in AM systems. Thus FM systems allow higher signal-to-noise ratios and longer transmission
spans than AM systems.

Two approaches have been used to transmit multichannel video signals on fiber. In the first
(AM systems), the video signals undergo electrical frequency-division multiplexing (FDM),
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and this combined FDM signal intensity modulates the optical source. This is conceptually the
simplest system, since existing CATV multiplexing formats may be used.

In FM systems, the individual video channels frequency-modulate separate microwave
carriers (as in satellite systems). These carriers are linearly combined and the combined sig-
nal intensity modulates a laser. Although FM systems are more tolerant than AM systems to
intermodulation distortion and noise, the added electronics costs have made such systems less
attractive than AM systems for CATV application.

Multichannel AM systems are of interest not only for CATV application but also for
mobile radio applications to connect signals from a microcellular base station to a central pro-
cessing station. Relative to CATV applications, the mobile radio application has the addi-
tional complication of being required to accommodate signals over a wide dynamic power
range.

Nonlinear Distortion

In addition to CNR requirements, multichannel analog communication systems are subject to
intermodulation distortion. If the input to the system consists of a number of tones at fre-
quencies ωi, then nonlinearities result in intermodulation products at frequencies given by all
sums and differences of the input frequencies. Second-order intermodulation gives intermod-
ulation products at frequencies ωi ± ωj, whereas third-order intermodulation gives frequencies
ωi ± ωj ± ωk. If the signal frequency band is such that the maximum frequency is less than twice
the minimum frequency, then all second-order intermodulation products fall outside the sig-
nal band, and third-order intermodulation is the dominant nonlinearity. This condition is sat-
isfied for the transport of microwave signals (e.g., mobile radio signals) on fiber, but is not
satisfied for wideband CATV systems, where there are requirements on composite second-
order (CSO) and composite triple-beat (CTB) distortion.

The principal causes of intermodulation in multichannel fiber-optic systems are laser thresh-
old nonlinearity,35 inherent laser gain nonlinearity, and the interaction of chirp and dispersion.
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2.8 TECHNOLOGY AND APPLICATIONS DIRECTIONS

Fiber-optic communication application in the United States began with metropolitan and short-
distance intercity trunking at a bit rate of 45 Mbit/s, corresponding to the DS-3 rate of the North
American digital hierarchy. Technological advances, primarily higher-capacity transmission and
longer repeater spacings, extended the application to long-distance intercity transmission, both
terrestrial and undersea. Also, transmission formats are now based on the synchronous digital
hierarchy (SDH), termed synchronous optical network (SONET) in the U.S. OC-48 systems*
operating at 2.5 Gbit/s are widely deployed, with OC-192 10-Gbit/s systems also available as of
1999. All of the signal processing in these systems (multiplexing, switching, performance moni-
toring) is done electrically, with optics serving solely to provide point-to-point links.

For long-distance applications, dense wavelength-division multiplexing (DWDM), with
channel spacings of 100 GHz and with upward of 80 wavelength channels, has extended the
bit rate capability of fiber to greater than 400 Gbit/s in commercial systems and up to 3 Tbit/s
in laboratory trials.36 For local access, there is extensive interest in hybrid combinations of
optical and electronic technologies and transmission media.37,38 Owing to the criticality of
communications, network survivability has achieved growing importance, with SONET rings
being implemented so that no single cable cut will result in system failure.39

The huge bandwidth capability of fiber optics (measured in tens of terahertz) is not likely
to be utilized by time-division techniques alone, and DWDM technology and systems are
receiving considerable emphasis, although work is also under way on optical time-division
multiplexing (OTDM) and optical code-division multiplexing (OCDM).

Nonlinear phenomena, when uncontrolled, generally lead to system impairments. However,
controlled nonlinearities are the basis of devices such as parametric amplifiers and switching
and logic elements. Nonlinear optics will consequently continue to receive increased emphasis.
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CHAPTER 3

NONLINEAR EFFECTS 
IN OPTICAL FIBERS

John A. Buck
Georgia Institute of Technology,
School of Electrical and Computer Engineering
Atlanta, Georgia

Fiber nonlinearities are important in optical communications, both as useful attributes and as
characteristics to be avoided. They must be considered when designing long-range high-data-
rate systems that involve high optical power levels and in which signals at multiple wave-
lengths are transmitted. The consequences of nonlinear transmission can include (1) the
generation of additional signal bandwidth within a given channel, (2) modifications of the
phase and shape of pulses, (3) the generation of light at other wavelengths at the expense of
power in the original signal, and (4) crosstalk between signals at different wavelengths and
polarizations. The first two, arising from self-phase modulation, can be used to advantage in
the generation of solitons—pulses whose nonlinear phase modulation compensates for linear
group dispersion in the fiber channel1 or in fiber gratings,2 leading to pulses that propagate
without changing shape or width (see Chap. 7). The third and fourth effects arise from stimu-
lated Raman or Brillouin scattering or four-wave mixing. These can be used to advantage
when it is desired to generate or amplify additional wavelengths, but they must usually be
avoided in systems.

3.1 KEY ISSUES IN NONLINEAR OPTICS IN FIBERS

Optical fiber waveguides, being of glass compositions, do not possess large nonlinear coeffi-
cients. Nonlinear processes can nevertheless occur with high efficiencies since intensities are
high and propagation distances are long. Even though power levels are usually modest (a few
tens of milliwatts), intensities within the fiber are high due to the small cross-sectional areas
involved. This is particularly true in single-mode fiber, where the LP01 mode typically presents
an effective cross-sectional area of between 10−7 and 10−8 cm2, thus leading to intensities on
the order of MW/cm2. Despite this, long interaction distances are usually necessary to achieve
nonlinear mixing of any significance, so processes must be phase matched, or nearly so.
Strategies to avoid unwanted nonlinear effects usually involve placing upper limits on optical
power levels, and if possible, choosing other parameters such that phase mismatching occurs.
Such choices may include wavelengths or wavelength spacing in wavelength-division multi-
plexed systems, or may be involved in special fiber waveguide designs.3

3.1
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3.2 FIBER OPTICS

The generation of light through nonlinear mixing arises through polarization of the
medium, which occurs through its interaction with intense light. The polarization consists of
an array of phased dipoles in which the dipole moment is a nonlinear function of the applied
field strength. In the classical picture, the dipoles, once formed, reradiate light to form the
nonlinear output. The medium polarization is conveniently expressed through a power series
expansion involving products of real electric fields:

� = ε0[χ(1) ⋅ � + χ(2) ⋅ �� + χ(3) ⋅ ��� + ....] = �L + �NL (1)

in which the χ terms are the linear, second-, and third-order susceptibilities. Nonlinear pro-
cesses are described through the product of two or more optical fields to form the nonlinear
polarization �NL, consisting of all terms of second order and higher in Eq. (1).

The second-order term in Eq. (1) [involving χ(2)] describes three-wave mixing phenom-
ena, such as second-harmonic generation. The third-order term describes four-wave mixing
(FWM) processes and stimulated scattering phenomena. In the case of optical fibers, 
second-order processes are generally not possible, since these effects require noncen-
trosymmetric media.4 In amorphous fiber waveguides, third-order effects [involving χ(3)]
are usually seen exclusively, although second-harmonic generation can be observed in spe-
cial instances.5

The interactions between fields and polarizations are described by the nonlinear wave
equation:

∇2� + n2
0µ0ε0 = µ0 (2)

where � and � are the sums of all electric fields and nonlinear polarizations that are pre-
sent, and where n0 is the refractive index of the medium. The second-order differential
equation is usually reduced to first order through the slowly varying envelope approxima-
tion (SVEA):

� � <<� � (3)

where E is the complex field amplitude. The interpretation of the SVEA is that the changes
in field amplitude that occur over distances on the order of a wavelength are very large com-
pared to variations in the rate of change over the same distance. The wave equation will sep-
arate according to frequencies or propagation directions, yielding sets of coupled differential
equations that, under the SVEA, are first order. These describe the growth or decay of fields
involved in the mixing process.

The requirement for phase matching is that the nonlinear polarization wave and the
electric field associated with the generated wave propagate with the same phase constant;
that is, their phase velocities are equal. Phase-matched processes in fiber include those
that involve (1) interacting waves at the same wavelength and polarization, such as self-
and cross-phase modulation, as well as other degenerate Kerr-type interactions; and
(2) stimulated scattering processes (Raman and Brillouin), in addition to cross-phase mod-
ulation involving two wavelengths. Four-wave mixing processes involving light at different
wavelengths can occur that are not precisely phase matched but that can nevertheless yield
high efficiencies. Matters are further complicated by the fact that different nonlinear pro-
cesses can occur simultaneously, with each affecting the performance of the other. Nonlin-
ear effects are usually favored to occur under pulsed operation, since high peak powers
can be achieved with comparatively modest average powers. Consequently, group velocity
matching is desirable (although not always required) to achieve efficient mixing between
pulses.
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3.2 SELF- AND CROSS-PHASE MODULATION

Self-phase modulation (SPM) can occur whenever a signal having a time-varying amplitude is
propagated in a nonlinear material. The origin of the effect is the refractive index of the
medium, which will change with the instantaneous signal intensity. The complex nonlinear
polarization for the process is:

PNL = �
3
4

� ε0χ(3)|E0(z, t)|2E0(z, t)exp[i(ωt − βz)] (4)

where E0(t) is the time-varying electric field amplitude that describes the pulse or signal enve-
lope, and where the frequency ω is the same as that of the input light. Incorporating this polar-
ization and the field into the wave equation leads to a modified refractive index over the
original zero-field value n0. The net index becomes:6

n = n0 + n′2|E0(z, t)|2 (5)

where the nonlinear refractive index is given by n′2 = Re{3χ(3)/8n0}. In fused silica it has the
value n′2 = 6.1 × 10−23 m2/V 2.7 Equation (5) can also be expressed in terms of light intensity
through n(I) = n0 + n2I(z, t), where n2 = 3.2 × 10−20 m2/W. In optical fibers the index is modified
from the effective mode index of the single-mode fiber neff (which assumes the role of n0).

The complex field as it propagates through the medium can be expressed as:

E = E0(z, t)exp{i[ω0t − [n0 + n2I(z, t)]k0z]} (6)

which exhibits phase modulation that follows the shape of the intensity envelope. The instan-
taneous frequency is found through the time derivative of the phase:

ω′ = ω0 − n2k0z (7)

The effects of self-phase modulation on pulse propagation can be qualitatively observed from
Eqs. (6) and (7). First, additional frequency components are placed on the pulse, thus increas-
ing its spectral width. Second, a frequency sweep (chirp) imposed on the pulse, the direction
of which depends on the sign of ∂I/∂t. The latter feature is particularly important in optical
fibers, since the imposed frequency sweep from SPM will either add to or subtract from the
chirp imposed by linear group dispersion. If the chirp directions for self-phase modulation
and group dispersion are opposite, an effective cancellation may occur, leading to the forma-
tion of an optical soliton. In more conventional systems in which solitons are not employed,
SPM must be considered as a possible benefit or detriment to performance, as some pulse
shaping (which could include broadening or compression) can occur;8,9 however, such systems
can in theory yield excellent performance.10 Furthermore, in systems employing fiber ampli-
fiers, the change in refractive index associated with the signal-induced upper state population
in erbium has been shown to be an important performance factor.11 An additional effect can
occur when pulse spectra lie within the anomalous group dispersion regime of the fiber; pulse
breakup can occur as a result of modulation instability, in which the interplay between dis-
persive and nonlinear contributions to pulse shaping becomes unstable.12

Cross-phase modulation (XPM) is similar to SPM, except that two overlapping but distin-
guishable pulses (having, for example, different frequencies or polarizations) are involved.
One pulse will modulate the index of the medium, which then leads to phase modulation of
an overlapping pulse. XPM thus becomes a cross-talk mechanism between two channels if
phase encoding is employed or if intensity modulation is used in dispersive systems.13,14 No
transfer of energy occurs between channels, however, which distinguishes the process from

∂I
�
∂t
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other crosstalk mechanisms in which growth of signal power in one channel occurs at the
expense of power in another. The strength of the effect is enhanced by a factor of 2 over that
which can be obtained by a single field acting on itself (the nonlinear refractive index n2 is
effectively doubled in XPM).15 The XPM process, while twice as strong as SPM, is effectively
weakened by the fact that pulses of differing frequencies or polarizations are generally not
group velocity matched, and so cannot maintain overlap indefinitely. The efficiency is further
reduced if the interaction occurs between cross-polarized waves; in this case the nonlinear
tensor element (and thus the effective nonlinear index) is a factor of 1⁄3 less than the tensor ele-
ment that describes copolarized waves (pp. 164–165 in Ref. 6).

Self- and cross-phase modulation are analyzed by way of coupled equations of the nonlin-
ear Schrödinger form,16 which describes the evolution over time and position of the electric
field envelopes of two pulses, E0a and E0b, where SVEA is used and where pulse widths are on
the order of 1 ps or greater:

+ β1a = − β2a + iγa|E0a|2E0a + iδγa|E0b|2E0a − E0a (8)

+ β1b = − β2b + iγb|E0b|2E0b + iδγb|E0a|2E0b − E0b (9)

In these equations, β1j (j = a, b) are the group delays of the pulses at the two frequencies
or polarizations over a unit distance; β2j are the group dispersion parameters associated with
the two pulses; and γj = n′2ωj/(cAeff), where Aeff is the effective cross-sectional area of the fiber
mode. The coefficient δ is equal to 2 for copolarized pulses of different frequencies and is 2⁄3
if the pulses are cross-polarized. Propagation loss characterized by coefficients αj is assumed.
The equation form that describes the propagation with SPM of a single pulse—E0a, for exam-
ple—is found from Eq. (8) by setting E0b = 0. The terms on the right sides of Eqs. (8) and (9)
describe in order the effects of group dispersion, SPM, XPM, and loss. The equations can be
solved using numerical techniques that are described on pages 50–55 of Ref. 16.

For subpicosecond pulses, the accuracy of Eqs. (8) and (9) begins to degrade as pulse band-
widths increase with decreasing temporal width. Additional terms are usually incorporated in
the equations as pulse widths are reduced to the vicinity of 100 fs. These embody (1) cubic dis-
persion, which becomes important as bandwidth increases, and (2) changes in group velocity
with intensity. This latter effect can result in self-steepening, in which the pulse trailing edge
shortens to the point of forming an optical shock front (pp. 113–120 of Ref. 16) under appro-
priate conditions. An additional consequence of broad pulse spectra is that power conversion
from high-frequency components within a pulse to those at lower frequencies can occur via
stimulated Raman scattering, provided the interacting components are sufficiently separated
in wavelength. The effect is an overall red shift of the spectrum. At sufficiently high intensi-
ties, cross-coupling between pulses having different center wavelengths can also occur
through Raman scattering, regardless of pulse width.

3.3 STIMULATED RAMAN SCATTERING

In stimulated Raman scattering (SRS), coupling occurs between copropagating light waves
whose frequency difference is in the vicinity of resonances of certain molecular oscillation
modes. In silica-based fibers, stretch vibrational resonances occur between Si and O atoms in
several possible modes within the glass matrix (see Ref. 17 for illustrations of the important
modes in pure silica). In the Stokes process, light at frequency ω2 (pump wave) is downshifted
to light at ω1 (Stokes wave), with the excess energy being absorbed by the lattice vibrational
modes (manifested in the generation of optical phonons). The process is either spontaneous,
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in which the Stokes wave builds up from noise, or is stimulated, in which both waves are pre-
sent in sufficient strength to generate a beat frequency that excites the oscillators and pro-
motes coupling. A fiber Raman amplifier works on this principle, in which an input signal at
ω1 experiences gain in the presence of pump light at ω2. Figure 1 shows the beam geometry in
which an input wave at ω1 and intensity I10 can emerge at the far end with amplified value I1L.
This occurs in the presence of the pump wave at ω2 that has initial intensity I20 and that
emerges with depleted intensity I2L.

Back-conversion from ω1 to ω2 (the inverse Raman effect) will also occur once the Stokes
wave reaches sufficient intensity, but gain will only occur for the Stokes wave. Both processes
are phase matched, and so occur with high efficiency in long fibers. The back-conversion pro-
cess is to be distinguished from anti-Stokes scattering, in which pump light at ω2 is upshifted
to frequency ω3, with the additional energy being supplied by optical phonons associated with
the previously excited medium. The anti-Stokes process is rarely seen in fiber transmission
because (1) it is phase mismatched and (2) it requires a substantial population of excited oscil-
lators, which is not the case at thermal equilibrium.

Figure 2 shows the measured Raman gain for the Stokes wave in fused silica. The gain is
plotted as a function of difference frequency between the interacting waves measured in 
cm−1 (to convert this to wavelength shift, use the formula ∆λ = λ2

p∆f(cm−1), where λp is the
pump wavelength). Other fiber constituents such as GeO2, P2O5, and B2O3 exhibit their own
Raman resonances, which occur at successively greater wavelength shifts;19 the effects of
these will be weak, since their concentration in the fiber is generally small. Thus the dominant
Raman shifts in optical fiber are associated with SiO2, and occur within the range of 440 to 
490 cm−1, as is evident in Fig. 2.

Nonlinear polarizations at frequencies ω1 and ω2 can be constructed that are proportional
to products of the Stokes and pump fields, E1

ω1 and E2
ω2. These are of the form Pω1

NL ∝ |E2
ω2|2E1

ω1

(Stokes generation) and Pω2
NL ∝ |E1

ω1|2E2
ω2 (the inverse Raman effect). Substituting these polar-

izations and the two fields into the wave equation, using the SVEA, and assuming copolarized
fields leads to the following coupled equations involving the Stokes and pump wave intensi-
ties I1 and I2:18

= grI1I2 − αI1 (10)

= − grI1I2 − αI2 (11)

where the loss terms involving α (the fiber loss per unit distance) are added phenomenologi-
cally. The Raman gain function gr is expressed in a general way as

gr = f(λ1 − λ2) (12)

where A is a function of the material parameters and f(λ1 − λ2) is a normalized line shape func-
tion, which is either derived from theory or experimentally measured (determined from Fig.
2, for example). With λ2 expressed in µm, A = 1.0 × 10−11 cm − µm/W.20 The solutions of Eqs.
(10) and (11) are:
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I1(z) = I0 exp(−αz) (13)

I2(z) = I0 exp(−αz) (14)

In these equations, I0 = I20 + (ω1/ω2)I10, where I10 and I20 are the Stokes and pump intensi-
ties at the fiber input. The coupling parameter ψr assumes different forms, depending upon
whether the input Stokes intensity I10 is present or not. If I10 is present, and if its magnitude is
much greater than light from spontaneous Raman scattering, we have:

ψr = exp(G0) (15)

When no Stokes input is present, the signal builds up from spontaneous Raman scattering,
and the coupling parameter in this case becomes:

ψr = G2
−1/2exp(G2) (16)

with the gain parameters defined through G0 = grI0Leff and G2 = grI20Leff The effective length
of the fiber accounts for the reduction of Stokes and pump intensities as a result of loss, and
is defined as

Leff = 	L

0

exp(−αz)dz = (17)
1 − exp(−αL)
��

α

1
�
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FIGURE 2 Raman gain spectrum in fused silica. (Adapted from
Ref. 22. © 1980 IEEE.)



The effective area of a single-mode fiber Aeff is calculated through πr2
0, where r0 is the mode

field radius. For a multimode fiber, Aeff is usually taken as the core area, assuming that the
power is uniformly distributed over the core. The power in the fiber is then P1, 2 = I1, 2Aeff.

Two basic issues concerning SRS are of interest in fiber communication systems. First,
pump-to-Stokes coupling provides a mechanism for crosstalk from short- to long-wavelength
channels. This will occur most efficiently if the channel frequency spacing is in the vicinity of
that associated with the maximum Raman gain. The Raman gain peak at approximately 
500 cm−1 corresponds to a frequency spacing of 15 THz, meaning that operation at 1.55 µm pro-
duces a Stokes wave of about 1.67 µm wavelength. Two-channel operation at these wave-
lengths would lead to a maximum allowable signal level of about 50 mW.21 In WDM systems,
within the 1.53- to 1.56-µm erbium-doped fiber amplifier window, channel spacings on the
order of 100 GHz are used. Raman gain is thus considerably reduced, but is still sufficient to
cause appreciable crosstalk, which can lead to system penalties of between 1 and 3 dB depend-
ing on the number of channels.22 Second, and of more importance to single-wavelength sys-
tems, is the conversion to Stokes power from the original signal—a mechanism by which signal
power can be depleted. A related problem is walkoff23 occurring between the signal and Stokes
pulses, since these will have different group delays. Walkoff is a means for aliasing to occur in
digital transmission, unless the signal is filtered at the output. If pulses are of subpicosecond
widths, additional complications arise due to the increased importance of SPM and XPM.24 In
any event, an upper limit must be placed on the signal power if significant conversion to Stokes
power is to be avoided. In single-wavelength systems, where crosstalk is not an issue, pulse
peak powers must be kept below about 500 mW to avoid significant SRS conversion.25

A useful criterion is the so-called critical condition (or Raman threshold), defined as the con-
dition under which the output Stokes and signal powers are equal. This occurs when ψr = 1,
which, from Eq. (16), leads to G2 ≈ 16. SRS can also be weakened by taking advantage of the
gain reduction that occurs as signal (pump) wavelengths increase, as shown in Eq. (12). For
example, operation at 1.55 µm yields less SRS for a given signal power than operation at 1.3 µm.

Apart from the need to reduce SRS, the effect can be used to advantage in wavelength con-
version and in amplification. Fiber Raman lasers have proven to be good sources of tunable
radiation and operate at multiple Stokes wavelengths.26 Specifically, a Stokes wave can serve as
a pump to generate an additional (higher-order) Stokes wave at a longer wavelength.27 Fiber
Raman amplifiers have been demonstrated as repeaters in 1.3-µm wavelength systems.28

3.4 STIMULATED BRILLOUIN SCATTERING

The stimulated Brillouin scattering process (SBS) involves the input of a single intense opti-
cal wave at frequency ω2, which initiates a copropagating acoustic wave at frequency ωp. The
acoustic wave is manifested as a traveling index grating in the fiber, which back-diffracts a
portion of the original input. The backward (Stokes) wave is Doppler-shifted to a lower fre-
quency ω1 and is proportional to the phase conjugate of the input.29 The backward wave is
amplified as it propagates, with the gain increasing with increasing input (pump) power.

The beam interaction geometry is shown in Fig. 3. Usually, the Stokes wave builds up spon-
taneously, but can be inputted at the far end. The effect can be understood by considering a
case in which counter-propagating Stokes and pump waves exist that together form a moving
interference pattern whose velocity is proportional to the difference frequency ω2 − ω1. Cou-
pling between the waves will occur via SBS when the interference pattern velocity is in the
vicinity of the acoustic wave velocity vp. It is the interference pattern that forms and rein-
forces the acoustic wave through electrostriction. With a single input, spontaneous scattering
from numerous shock waves occurs, with preferential feedback from the acoustic wave that
matches the condition just described. With the Stokes wave generated (although it is initially
weak), the acoustic wave is reinforced, and so backscattering increases.

NONLINEAR EFFECTS IN OPTICAL FIBERS 3.7



In terms of the wave vector magnitudes, the condition for phase matching is given by 
kp = k1 + k2. Since the sound frequency is much less than those of the two optical waves, we can
write kp ≈ 2k2. Then, since kp = ωp/vp, it follows that ωp ≈ 2nω2vp/c, where n is the refractive
index (assumed to be the same value at both optical frequencies). The Brillouin frequency
shift under phase-matched conditions thus becomes

ω2 − ω1 ≈ 2nω2 (18)

This yields a value of about 11 GHz, with vp ≈ 6 km/s in fused silica and λ2 = 1.55 µm.
The process can be described by the nonlinear polarization produced by the product of

complex fields, E1, E*2, and E2; this yields a polarization at ω1 that propagates with wave vec-
tor k1 in the direction of the Stokes wave. Another polarization, describing back-coupling
from Stokes to pump, involves the product E1E*1E2. Substituting fields and polarizations into
the wave equation yields the following coupled equations that describe the evolution of the
optical intensities with distance (pp. 214–220 of Ref. 18):

= −gbI1I2 + αI1 (19)

= −gbI1I2 − αI2 (20)

where α is the linear loss coefficient. The Brillouin gain is given by

gb = gb0�1 + �
−1

(21)

where ω10 is the Stokes frequency at precise phase matching, αp is the loss coefficient for the
acoustic wave, and the peak gain gb0 is a function of the material parameters. The Brillouin
line width, defined as the full width at half-maximum of gb, is ∆ωb = vpαp. In optical fibers, 
∆fb = ∆ωb/2π is typically between 10 and 30 MHz (p. 374 of Ref. 16) and gb0 = 4.5 × 10−9 cm/W.20

Signal bandwidths in high-data-rate communication systems greatly exceed the Brillouin line
width, and so SBS is typically too weak to be considered a source of noise or signal depletion.
This is to be compared to stimulated Raman scattering, which supports considerable gain
over approximately 5 THz. Consequently, SRS is a much more serious problem in high-data-
rate systems.

Using analysis methods similar to those employed in SRS, a critical condition (or thresh-
old) can be defined for SBS, at which the backscattered power is equal to the input power:30

Gb
−3/2exp(Gb) = 1 (22)

where kB is Boltzmann’s constant and T is the temperature in degrees Kelvin. The gain
parameter is:
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Gb = gbI20Leff (23)

with Leff as defined in Eq. (17). Equation (22) is approximately satisfied when Gb ≈ 21.30 In
practice, the backscattered power will always be less than the input power, since pump deple-
tion will occur. Nevertheless, this condition is used as a benchmark to determine the point at
which SBS becomes excessive in a given system.31 In one study, it was found that Gb ≈ 21 yields
the pump power required to produce an SBS output that is at the level of Rayleigh back-
scattering.32 Pump powers required to achieve threshold can be on the order of a few milli-
watts for CW or narrowband signals, but these increase substantially for broadband signals.33

Reduction of SBS is accomplished in practice by lowering the input signal power (I20) or by
taking advantage of the reduction in gb that occurs when signal bandwidths (∆ω) exceed the
Brillouin line width. Specifically, if ∆ω >> ∆ωb,

gb(∆ω) ≈ gb (24)

3.5 FOUR-WAVE MIXING

The term four-wave mixing in fibers is generally applied to wave coupling through the elec-
tronic nonlinearity in which at least two frequencies are involved and in which frequency con-
version is occurring. The fact that the electronic nonlinearity is involved distinguishes
four-wave mixing interactions from stimulated scattering processes because in the latter the
medium was found to play an active role through the generation or absorption of optical
phonons (in SRS) or acoustic phonons (in SBS). If the nonlinearity is electronic, bound elec-
tron distributions are modified according to the instantaneous optical field configurations.
For example, with light at two frequencies present, electron positions can be modulated at the
difference frequency, thus modulating the refractive index. Additional light will encounter
the modulated index and can be up- or downshifted in frequency. In such cases, the medium
plays a passive role in the interaction, as it does not absorb applied energy or release energy
previously stored. The self- and cross-phase modulation processes also involve the electronic
nonlinearity, but in those cases, power conversion between waves is not occurring—only
phase modulation.

As an illustration of the process, consider the interaction of two strong waves at frequencies
ω1 and ω2, which mix to produce a downshifted (Stokes) wave at ω3 and an upshifted (anti-
Stokes) wave at ω4. The frequencies have equal spacing, that is, ω1 − ω3 = ω2 − ω1 = ω4 − ω2 (Fig. 4).
All fields assume the real form:

∆ωb
�
∆ω
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FIGURE 4 Frequency diagram for four-wave mixing, showing pump
frequencies (ω1 and ω2) and sideband frequencies (ω3 and ω4).



�j = �
1
2

�Eojexp[i(ωjt − βjz)] + c.c. j = 1 − 4 (25)

The nonlinear polarization will be proportional to �3, where � = �1 + �2 + �3 + �4. With all
fields copolarized, complex nonlinear polarizations at ω3 and ω4 appear that have the form:

Pω3
NL = �

3
4

� ε0χ(3)E2
01E*02exp[i(2ω1 − ω2)t]exp[−i(2βω1 − βω2)z] (26)

PNL
ω4 = �

3
4

� ε0χ(3)E2
02E*01exp[i(2ω2 − ω1)t]exp[−i(2βω2 − βω1)z] (27)

where ω3 = 2ω1 − ω2, ω4 = 2ω2 − ω1 and χ(3) is proportional to the nonlinear refractive index n′2.
The significance of these polarizations lies not only in the fact that waves at the sideband fre-
quencies ω3 and ω4 can be generated, but that preexisting waves at those frequencies can
experience gain in the presence of the two pump fields at ω1 and ω2. The sideband waves will
contain the amplitude and phase information on the pumps, thus making this process an
important crosstalk mechanism in multiwavelength communication systems. Under phase-
matched conditions, the gain associated with FWM is more than twice the peak gain in SRS.34

The wave equation, when solved in steady state, yields the output intensity at either one of
the sideband frequencies.35 For a medium of length L, having loss coefficient α, the sideband
intensities are related to the pump intensities through

Iω3 ∝ � �
2

Iω2(Iω1)2ηexp(−αL) (28)

Iω4 ∝ � �
2

Iω1(Iω2)2η exp(−αL) (29)

where Leff is defined in Eq. (17), and where

η = �1 + � (30)

Other FWM interactions can occur, involving products of intensities at three different fre-
quencies rather than two as demonstrated here. In such cases, the output wave intensities are
increased by a factor of 4 over those indicated in Eqs. (28) and (29).

One method of suppressing four-wave mixing in WDM systems includes the use of
unequal channel spacing.36 This assures, for example, that ω3 ≠ 2ω1 + ω2, where ω1, ω2, and ω3

are assigned channel frequencies. Other methods involve phase-mismatching the process in
some way. This is accomplished by increasing ∆β, which has the effect of decreasing η in Eqs.
(28) and (29). Note that in the low-loss limit, where α → 0, Eq. (30) reduces to 
η = (sin2 (∆βL/2))/(∆βL/2)2. The ∆β expressions associated with wave generation at ω3 and ω4

are given by

∆β(ω3) = 2βω1 − βω2 − βω3 (31)

and

∆β(ω4) = 2βω2 − βω1 − βω4 (32)

It is possible to express Eqs. (31) and (32) in terms of known fiber parameters by using a
Taylor series for the propagation constant, where the expansion is about frequency ωm as indi-
cated in Fig. 4, where ωm = (ω2 + ω1)/2.

4exp(−αL) sin2 (∆βL/2)
���

(1 − exp(−αL))2

α2

�
α2 + ∆β2

n2Leff
�

λm

n2Leff
�

λm
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β ≈ β0 + (ω − ωm) β1 + �
1
2

� (ω − ωm)2 β2 + �
1
6

� (ω − ωm)3β3 (33)

In Eq. (33), β1, β2, and β3 are, respectively, the first, second, and third derivatives of β
with respect to ω, evaluated at ωm. These in turn relate to the fiber dispersion parameter 
D (ps/nm⋅km) and its first derivative with respect to wavelength through β2 = −(λ2

m/2πc)D(λm)
and β3 = (λ3

m/2π2c2)[D(λm) + (λm/2)(dD/dλ)|λm] where λm = 2πc/ωm. Using these relations along
with Eq. (33) in Eqs. (31) and (32) results in:

∆β(ω3, ω4) ≈ 2πc �D(λm) ± |λm� (34)

where the plus sign is used for ∆β(ω3), the minus sign is used for ∆β(ω4), and ∆λ = λ1 − λ2.
Phase matching is not completely described by Eq. (34), since cross-phase modulation plays a
subtle role, as discussed on pp. 410–411 of Ref. 16. Nevertheless, Eq. (34) does show that the
retention of moderate values of dispersion D is a way to reduce FWM interactions that would
occur, for example, in WDM systems. As such, modern commercial fiber intended for use in
WDM applications will have values of D that are typically in the vicinity of 2 ps/nm⋅km.37

With WDM operation in conventional dispersion-shifted fiber (with the dispersion zero near
1.55 µm), having a single channel at the zero dispersion wavelength can result in significant
four-wave mixing.38 Methods that were found to reduce four-wave mixing in such cases
include the use of cross-polarized signals in dispersion-managed links39 and operation within
a longer-wavelength band near 1.6 µm40 at which dispersion is appreciable and where gain-
shifted fiber amplifiers are used.41

Examples of other cases involving four-wave mixing include single-wavelength systems, in
which the effect has been successfully used in a demultiplexing technique for TDM signals.42

In another case, coupling through FWM can occur between a signal and broadband amplified
spontaneous emission (ASE) in links containing erbium-doped fiber amplifiers.43 As a result,
the signal becomes spectrally broadened and exhibits phase noise from the ASE. The phase
noise becomes manifested as amplitude noise under the action of dispersion, producing a
form of modulation instability.

An interesting application of four-wave mixing is spectral inversion. Consider a case that
involves the input of a strong single-frequency pump wave along with a relatively weak wave
having a spectrum of finite width positioned on one side of the pump frequency. Four-wave
mixing leads to the generation of a wave whose spectrum is the “mirror image” of that of the
weak wave, in which the mirroring occurs about the pump frequency. Figure 5 depicts a rep-
resentation of this, where four frequency components comprising a spectrum are shown along

dD
�
dλ

∆λ
�
2

∆λ2

�
λ2

m
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FIGURE 5 Frequency diagram for spectral inversion using four-wave
mixing with a single pump frequency.



with their imaged counterparts. An important application of this is pulses that have experi-
enced broadening with chirping after propagating through a length of fiber exhibiting linear
group dispersion.44 Inverting the spectrum of such a pulse using four-wave mixing has the
effect of reversing the direction of the chirp (although the pulse center wavelength is dis-
placed to a different value). When the spectrally inverted pulse is propagated through an
additional length of fiber having the same dispersive characteristics, the pulse will compress
to nearly its original input width. Compensation for nonlinear distortion has also been
demonstrated using this method.45

3.6 CONCLUSION

An overview of fiber nonlinear effects has been presented here in which emphasis is placed
on the basic concepts, principles, and perspectives on communication systems. Space is not
available to cover the more subtle details of each effect or the interrelations between effects
that often occur. The text by Agrawal16 is recommended for further in-depth study, which
should be supplemented by the current literature. Nonlinear optics in fibers and in fiber com-
munication systems comprises an area whose principles and implications are still not fully
understood. It thus remains an important area of current research.
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CHAPTER 4

SOURCES, MODULATORS, AND
DETECTORS FOR FIBER-OPTIC
COMMUNICATION SYSTEMS

Elsa Garmire
Dartmouth College
Hanover, New Hampshire

4.1 INTRODUCTION

Optical communication systems utilize fiber optics to transmit the light that carries the sig-
nals. Such systems require optoelectronic devices as sources and detectors of such light, and
they need modulators to impress the telecommunication signals onto the light. This chapter
outlines the basics of these devices. Characteristics of devices designed for both high-
performance, high-speed telecommunication systems (telecom) and for low-cost, more mod-
est performance data communication systems (datacom) are presented. Sources for telecom
are edge-emitting lasers, including double heterostructure (DH), quantum well (QW),
strained layer (SL), distributed feedback (DFB), and distributed Bragg reflector (DBR)
lasers. Operating characteristics of these edge-emitting lasers include threshold, light-out ver-
sus current-in, spatial, and spectral characteristics. The transient response includes relaxation
oscillations, turn-on delay, and modulation response. The noise characteristics are described
by relative intensity noise (RIN), signal-to-noise ratio (SNR), mode partition noise (in multi-
mode lasers), and phase noise (which determines linewidth). Frequency chirping broadens
the linewidth, described in the small and large signal regime; external optical feedback may
profoundly disturb the stability of the lasers and may lead to coherence collapse.

Semiconductor lasers usually have a laser cavity in the plane of the semiconductor device,
and emit light out through a cleaved edge in an elliptical output pattern. This output is not
ideally suited to coupling into fibers, which have circular apertures. Low-cost systems, such as
datacom, put a premium on simplicity in optical design. These systems typically use multi-
mode fibers and surface-emitting light-emitting diodes (LEDs). The LEDs are less tempera-
ture dependent than lasers and are more robust, but they typically are slower and less
efficient. Those LEDs applicable to fiber optics are described here, along with their operating
and transient response characteristics. Edge-emitting LEDs have some niche fiber-optic
applications and are briefly described.

4.1
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Recently, vertical cavity surface-emitting lasers (VCSELs) have been developed, which
have vertical laser cavities that emit light normal to the plane of the semiconductor device.
Fibers couple more easily to these surface-emitting sources, but their laser performance is
usually degraded compared to that of the edge-emitting sources. This chapter outlines typical
VCSEL designs (material, optical, and electrical); their spatial, spectral, and polarization
characteristics; and their light-out versus current-in characteristics. While most VCSELs are
GaAs-based, rapid progress is being made toward long-wavelength InP-based VCSELs.

The most common modulators used in fiber-optic systems today are external lithium nio-
bate modulators. These are usually used in Y-branch interferometric modulators, created by
phase modulation from the electro-optic effect. These modulators are introduced here, along
with a discussion of high-speed modulation, losses, and polarization dependence, and a brief
description of optical damage and other modulator geometries. These devices provide chirp-
free modulation that can be made very linear for applications such as cable TV.

An alternative modulator uses semiconductors, particularly quantum wells. This design
has the advantage of allowing for more compact devices and monolithic integration. Typically,
these are intensity modulators using electroabsorption. By careful design, the chirp in these
modulators can be controlled and even used to counteract pulse spreading from chromatic
dispersion in fibers. The quantum-confined Stark effect is described, along with the pin
waveguides used as modulators and techniques for their integration with lasers. Their operat-
ing characteristics as intensity modulators, their chirp, and improvements available by using
strained quantum wells are presented.

Some semiconductor modulators use phase change rather than absorption change. The
electro-optic effect in III-V semiconductors is discussed, along with the enhanced refractive
index change that comes from the quantum-confined Stark effect, termed electrorefraction.
Particularly large refractive index changes result if available quantum well states are filled by
electrons. The field-dependent transfer of electrons in and out of quantum wells in a barrier,
reservoir, and quantum well electron transfer (BRAQWET) structure enables a particularly
large refractive index change modulation. Phase-change modulators based on this principle
can be used in interferometers to yield intensity modulators.

Detectors used in fiber systems are primarily pin diodes, although short descriptions of
avalanche photodetectors (APDs) and metal-semiconductor-metal (MSM) detectors are pro-
vided. The geometry, sensitivity, speed, dark current, and noise characteristics of the most
important detectors used in fiber systems are described.

Most of the devices discussed in this chapter are based on semiconductors, and their pro-
duction relies on the ability to tailor the material to design specifications through epitaxial
growth. This technology starts with a bulk crystal substrate (usually the binary compounds
GaAs or InP) and employs the multilayered growth upon this substrate of a few micrometers
of material with a different composition, called a heterostructure. Ternary layers substitute a
certain fraction x for one of the two binary components. Thus, AlxGa1 − xAs is a common
ternary alloy used in laser diodes. Another common ternary is InxGa1 − xAs. Layers are lattice
matched when the ternary layers have the same size lattice as the binary; otherwise, the epi-
taxial layer will have strain. Lattice-matched epitaxial layers require that the substituting
atom be approximately the same size as the atom it replaces. This is true of Al and Ga, so that
AlxGa1 − xAs ternary layers are lattice matched to GaAs. The lowest-cost lasers are those
based on GaAs substrates with AlxGa1 − xAs ternary layers surrounding the active layer. These
lasers operate at wavelengths near the bandgap of GaAs, about 850 nm, and are typically used
in low-cost data communications (as well as in CD players).

The wavelengths required for laser sources in telecommunications applications are those
at which the fiber has the lowest loss and/or dispersion, traditionally 1.55 and 1.3 µm. There is
no binary semiconductor with a bandgap at these wavelengths, nor is there a lattice-matched
ternary. The InxGa1 − xAs ternary will be strained under compression when it is grown on
either GaAs or InP, because indium is a much bigger atom than gallium, and arsenic is much
bigger than phosphorus. The way to eliminate this strain is to use a fourth small atom to
reduce the size of the lattice back to that of the binary. This forms a quaternary. The hetero-
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structure most useful for fiber-optics applications is based on InP substrates. The quaternary
InxGa1 − xAsyP1 − y is commonly used, with the compositions x and y chosen to simultaneously
provide the desired wavelength and lattice match. These quaternary heterostructures are the
basis for much of the long-wavelength technology: sources, modulators, and detectors.

Earlier volumes of this handbook discuss the basics of lasers (Vol. I, Chap. 13), LEDs (Vol.
I, Chap. 12), modulators (Vol. II, Chap. 13), and detectors (Vol. I, Chaps. 15 to 17). The reader
is referred there for general information. This chapter is specific to characteristics that are
important for fiber communication systems.

4.2 DOUBLE HETEROSTRUCTURE LASER DIODES

Telecommunications sources are usually edge-emitting lasers, grown with an active laser layer
that has a bandgap near either 1.55 or 1.3 µm. These are quaternary layers consisting of
InxGa1 − xAsyP1 − y, grown lattice-matched to InP. The materials growth and fabrication tech-
nology had to be developed specifically for telecommunication applications and is now
mature. These lasers are more temperature sensitive than GaAs lasers, and this fact has to be
incorporated into their use. For telecom applications they are often provided with a thermo-
electric cooler and are typically provided with a monitoring photodiode in the laser package,
in order to provide a signal for temperature and/or current control.

Today’s telecom systems use single-mode fibers, which require lasers with a single spatial
mode. In order to avoid dispersion over long distances, a single frequency mode is necessary.
These requirements constrain the geometry of laser diodes (LDs) used for telecom applica-
tions, as discussed in the next section. Following sections discuss the operating characteristics
of these LDs and their transient response and noise characteristics, both as isolated diodes
and when subject to small reflections from fiber facets. The modulation characteristics of
these diodes are discussed, along with frequency chirping. Advanced laser concepts, such as
quantum well lasers, strained layer lasers, and lasers with distributed reflection (DFB and
DBR lasers), are also introduced.

A typical geometry of an edge-emitting InGaAsP/InP laser is shown in Fig. 1. The active
quaternary laser region is shown crosshatched. It is from this region that light will be emitted.
Traditionally, these active regions have uniform composition and are lattice matched to the
substrate. More advanced laser diodes, often used for telecom applications, have active
regions containing one or more quantum wells and may be grown to incorporate internal
strain in the active region. Both these characteristics are described in a separate section later
in this chapter.

The design of a double heterostructure laser diode requires optimization of the issues dis-
cussed in the following subsections.

Injection of a Population Inversion into the Active Region

This is necessary so that stimulated emission can take place. This is done by placing the active
region between p and n layers, and forward-biasing the resulting diode. Electrons are injected
into the active region from the n side and holes are injected from the p side; they become free
carriers. Efficient electrical injection requires high-quality ohmic contacts attached to the n
and p layers; electrical current through the junction then drives the laser.

Confinement of Carriers Within the Plane of the Active Layer

This is done by growing the active region as a thin layer of thickness d and surrounding it with
layers of wider bandgap material, as shown in Fig. 2a. In quaternary lasers, wider bandgap
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material is provided by decreasing x and y relative to their values in the active region. Stimu-
lated emission during electron-hole recombination in the narrow bandgap active layer pro-
vides the laser light. The thinner the active layer, the higher its gain. When the active layer
thickness is as small as a few tens of nanometers, the free electron and hole energy levels
become quantized in the growth direction, and the active layer becomes a quantum well
(QW). Quantum wells have higher gain than bulk semiconductor active layers, and thus one
or more quantum wells are often used as the active layers (see separate section later in this
chapter).

Confinement of Light Near the Active Layer

Stimulated emission gain is proportional to the product of the carrier and photon densities, so
that edge-emitting lasers require the highest possible light intensity. This is done by contain-
ing the light in an optical waveguide, with a typical light profile as shown in Fig. 2b. To achieve
optical confinement, the layers surrounding the waveguide must have lower refractive index.
It is fortunate that higher-bandgap materials that confine carriers also have smaller refractive
index, and so the active layer automatically becomes a waveguide.

Proper optical confinement requires a single waveguide mode. This means that the wave-
guide layer must be thinner than the cutoff value for higher-order modes. The waveguide
thickness dg must be small enough that

dgko�n2
g − nc

2� � V < π (1)

where ng is the refractive index of the waveguide layer (usually the active layer), nc is the refrac-
tive index of the surrounding cladding (usually the p and n layers), and ko = 2π/λ, where λ is the
free-space wavelength of the laser light. Typically, ng − nc ∼ 0.2 and dg < 0.56 µm for λ = 1.3 µm.
The parameter V is usually introduced to characterize a waveguide.

If the waveguide is too thin, however, the waveguided optical mode spreads out beyond
the waveguide layer. The fraction of optical power Γg (called the waveguide confinement fac-
tor) that remains in the waveguide layer of thickness dg is given approximately by1:

Γg = (2)
V 2

�
V 2 + 2
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FIGURE 1 Typical geometry for an edge-emitting long-wavelength laser
diode, as used in telecommunication systems. Light travels back and forth
between cleaved mirror facets, confined to the active InGaAsP region by
the buried heterostructure, and is emitted out of the crosshatched region,
where it diffracts to the far-field. The current is confined to the stripe
region by the current-blocking npn structure on either side.



As dg becomes small, the confinement factor becomes small. When the carriers are confined
in very thin layers, such as in quantum wells, the electrical carrier confinement layer cannot
serve as an effective optical waveguide because the confinement factor is too small. Then a
thicker waveguide region is used, and the photons and carriers are separately confined in a
geometry called a separate confinement heterostructure (SCH), as shown in Fig. 2c. In this case
the optical confinement factor, defined by the fraction of photons in the active layer of thick-
ness d, is Γ = Γg(d/dg).

The light can be more effectively focused into a thin active layer by grading the refractive
index in the separate confinement region, called a graded index SCH (GRINSCH) laser,
shown in Fig. 2d. This graded refractive index is produced by growing material with varying
bandgaps within the waveguide layer. Grading can be achieved by several discrete layers, as
shown, or by grading many ultrathin layers with slight compositional differences. In either
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FIGURE 2 Conduction band (CB), valence band
(VB), and guided optical mode as a function of position
in the growth direction, near the active region in typical
semiconductor laser geometries: (a) double heterostruc-
ture (DH) band structure, in which free carriers and light
are both confined in the same region of small-bandgap
material (of width dg), surrounded by higher-bandgap
cladding material; (b) near-field spatial profile for light
guided in layer of width dg; (c) separate confinement het-
erostructure (SCH) band structure, in which the free car-
riers are confined in a smaller active region (of width d)
than the optical wave; and (d) graded index separate
confinement heterostructure (GRINSCH), in which the
composition of the cladding is graded in order to focus
the light more tightly to the active region (deepest well)
containing the free carriers.



case, the focusing property of a GRINSCH structure can be approximated by fitting the
graded refractive index to a parabolic refractive index profile n(x) such that:

n(x)2 = ng
2�1 − �

where xo is related to the curvature of the refractive index near x = 0: xo = (ng/n″)1/2, where 
n″ � ∂2n/∂x2 near x = 0. The mode guided by this profile has a gaussian beam-intensity profile:

I(x) = Io exp � �
where w2 = xo/kg and kg = 2πng/λ

Limiting Carrier Injection to Stripe Geometry

Lasers are most efficient when the drive current is limited to the width of the optically active
laser area. This requires defining a narrow stripe geometry electrode by means of a window
etched in an isolating oxide layer or by ion implantation to render either side of the stripe
resistive. More complex laser structures, such as those used in telecommunications applica-
tions, often define the conductive stripe electrode by using current-blocking npn layers grown
on either side of the electrode, as shown in Fig. 1. The npn layers, consisting of back-to-back
diodes, do not conduct current.

Injected carriers do not usually need lateral confinement, except to achieve the highest
possible efficiency. Lateral free-carrier confinement will occur as a by-product of lateral opti-
cal confinement, which is discussed next.

Lateral Confinement of Light

The simplest laser diode structures do not specifically confine light laterally, except as the
result of the stripe geometry carrier injection. These are called gain-guided lasers because
high gain in the stripe region, due to the presence of free carriers, introduces a complex
refractive index that guides the light laterally. Gain-guided lasers tend to be multimode (both
lateral spatial modes and longitudinal frequency modes) unless the stripe is very narrow (<10
µm). In this case, the spatial far-field pattern has “rabbit ears,” a double-lobed far-field pat-
tern that is typically not very useful for coupling into single-mode fibers. Thus, gain-guided
lasers are not usually used for telecommunications.

High-quality single-mode lasers for telecom applications typically require a means for cre-
ating a real refractive index difference laterally across the laser. The lowest threshold lasers
use buried heterostructure (BH) lasers, the geometry shown in Fig. 1. After most of the layers
are grown, the sample is taken out of the growth chamber and a stripe geometry mesa is
etched. Then the sample is returned to the growth chamber, and one or more cladding layers
with lower refractive index (higher bandgap) are grown, typically InP, as shown in Fig. 1.
When the regrowth is planar, these are called planar buried heterostructure (PBH) lasers. The
result is a real refractive index guide in the lateral dimension. The width of these index-guided
laser stripes may be anything from 1 µm to more than 10 µm, depending on the refractive
index difference between the active stripe and the lateral cladding material. Equation (1),
which specifies the condition for single mode, applies here, with dg as the width of the lateral
index guide and nc defined by the regrown material. A typical lateral width for low-threshold
BH lasers is 3 µm.

−x2

�
w2

x2

�
xo

2
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A laser geometry that is much simpler to fabricate and has a higher reliability in produc-
tion than that of BH lasers is the ridge waveguide (RWG) laser, shown in Fig. 3. The fabrica-
tion starts with the growth of a separate confinement heterostructure (sometimes with the
addition of a thin etch-stop layer just after the top waveguide layer), followed by a stripe mesa
etch down to the waveguide layer, finishing with planarization and contacting to the stripe.
The etch leaves a ridge of p-cladding material above the waveguide layer, which causes strip
loading, raising the effective refractive index locally in the stripe region, thereby creating lat-
eral confinement of the light. Although the RWG laser is attractive because of its easy fabri-
cation process, its threshold current is relatively high.

Retroreflection of Guided Light Along the Stripe

Light is usually reflected back and forth inside the laser cavity by Fresnel reflection from
cleaved end facets. Since the waveguide refractive index is ng ∼ 3.5, the natural Fresnel reflec-
tivity at an air interface, R = [(ng − 1)/(ng + 1)]2, is ∼0.3. This rather low reflectivity means that
semiconductor lasers are high gain, requiring enough amplification that 70 percent of the light
is regenerated on each pass through the active medium.

Relying on Fresnel reflection means that both facets emit light. The light emitted out the
back facet may be recovered by including a high-reflectivity multilayer coating on the back
facet, as is typically done in most telecom lasers. Sometimes a coating is also provided on the
front facet in order to alter its reflectivity, typically to lower it, which increases the output
power (as long as the gain is high enough to overcome the large loss upon reflection). The
reflectivities must be such that the laser can obey the laser operating condition, which states
that in a single round-trip through a laser of length L, the increase in optical power from gain
must balance the reduction from finite reflectivity, so that their product is unity. That is,

R1R2 exp (2gLL) = 1 (3)

where R1 and R2 are the reflectivities of the two facets and gL is the modal gain per unit length
(as experienced by the waveguided laser mode), with a subscript L to represent that the gain
is measured with respect to length. If R1 = R2 = 0.3, then gLL = 1.2. Typical laser diodes have
lengths of 400 µm, so gL ∼ 30 cm−1.
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FIGURE 3 Geometry for a ridge waveguide (RWG)
laser, fabricated by a single epitaxial growth followed
by a mesa etch and planarization with polyimide. Light
is confined to the region under the p-InP etched mesa
by strip loading, which increases the effective refrac-
tive index in the waveguide region under the etched
mesa.



In-plane retroreflection can also be achieved by using distributed feedback created from a
grating impressed on top of the active layer. This method enables the construction of dis-
tributed feedback (DFB) lasers and distributed Bragg reflector (DBR) lasers, which are dis-
cussed later in a separate section.

Mounting so that Light is Edge-Emitted

Because the light is emitted out of the facet laterally, there must be a clear optical path for the
light as it exits the laser. In many cases, the light is mounted with the active layer down, very
close to the copper (or diamond) heat sink, in order to maximize cooling.2 In this case, the
laser chip must be placed at the very edge of the heat-sink block, as shown in Fig. 4a.

In some cases, the laser is mounted with its active region up with its substrate next to the
heat sink. The edge alignment is not so critical in this case, but of course the laser light will still
be emitted in a direction parallel to the plane of the heat sink. Because the thermal conduc-
tivity of the heat sink is much higher than that of the substrate, only the lowest threshold
lasers, operating at moderate power levels, are operated with the active region up.

Suitable Packaging in a Hermetic Enclosure

Water vapor can degrade bare facets of a semiconductor laser when it is operating; therefore,
LDs are usually passivated (i.e., their facets are coated with protective layers), and/or they are
placed in sealed packages. The LD may be placed in a standard three-pin semiconductor
device package, such as a TO-46 can with an optical window replacing the top of the can, as
shown in Fig. 4a. The LD should be situated near the package window because the light
diverges rapidly after it is emitted from the laser facet. The package window should be anti-
reflection coated because any light reflected back into the laser can have serious conse-
quences on the stability of the output (see Sec. 3.5).

Many high-end applications require an on-chip power monitor and/or a controllable
thermoelectric cooler. In this case a more complex package will be used, typically a 14-pin
“butterfly” package, often aligned to a fiber pigtail, such as is shown in Fig. 4b. In the less
expensive datacom applications, nonhermetic packages may be acceptable with proper cap-
ping and passivation of the laser surfaces.
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FIGURE 4 Packaging laser diodes: (a) typical hermetically sealed package showing heat sink and emission pattern for a laser
diode with its active region placed down on a copper (or diamond) heat sink; and (b) typical butterfly package, showing laser in the
middle, monitoring photodiode (behind), and fiber alignment chuck in front, all mounted on a thermoelectric cooler. Photo pro-
vided by Spectra-Diode Laboratories.

(a) (b)



Fiber Pigtail Connection

Because light diverges at a rather large angle as it comes out of an edge-emitting laser (as dis-
cussed later), it is often desirable to use a laser provided with a fiber pigtail, which is a pre-
aligned length of fiber that can be spliced or connected to the telecom fiber in the field. There
will be an inevitable reduction in output power (compared to that of a laser with no pigtail)
because of finite coupling efficiency into the pigtail, but the output will be immediately useful
in a telecom system. The alternative to using a fiber pigtail is the use of a microlens—often a
graded index (GRIN) lens, discussed elsewhere in this volume.

Long Life

Early lasers showed degradation with running time, but those problems have been solved,
and it is expected that the semiconductor lasers used in telecom systems should last hundreds
of thousands of hours. However, this requires that care be taken in their use. In particular,
large reverse-bias static voltages can break down the pn diode. Thus, protection from electro-
static shock while handling and from reflected reverse-bias electrical currents during opera-
tion should be maintained. In addition, if LDs are driven with too much forward-bias current,
the optical output can be so large that the light may erode the facet out of which it is emitted.
Since the threshold is strongly temperature dependent, a laser driven at constant current that
becomes too cold can emit too much light, with resulting optical damage. Thus, many telecom
lasers have monitoring photodiodes to control the laser output and ensure that it stays within
acceptable bounds.

4.3 OPERATING CHARACTERISTICS OF LASER DIODES

The principles of semiconductor laser operation are shown in Vol. I, Chap. 13 of this hand-
book. A forward-biased pn junction injects carriers into the active region. As the drive cur-
rent increases, the carrier density in the active region increases. This reduces the absorption
from an initially high value (at thermal equilibrium the absorption coefficient α ≈ 500 cm−1) to
zero, at which point the active layer becomes transparent at the prospective laser wave-
lengths. An active layer is characterized by its carrier density at transparency Ntr. Typically, 
Ntr ≈ 1018 cm−3. Above this carrier density, stimulated emission occurs, with a gain propor-
tional to the diode carrier density above transparency. The gain depends on the detailed
device design, taking into account the issues enumerated in the previous section and the
materials involved. The gain is sizeable only in direct-band semiconductors (semiconductors
based on the III-V or II-VI columns of the periodic table).

Laser Threshold

Threshold is given by the requirement that the round-trip optical gain due to stimulated emis-
sion must equal the round-trip optical loss due to the sum of the transmission out the end
facets and any residual distributed loss. Gain occurs only for light that is actually in the active
region, and not for the fraction of waveguided light that extends outside the active region.
Typically, the local gain per unit length GL is defined as that experienced locally by light inside
the active region. (The modal gain per unit length is gL = Γ GL.) Near transparency, the gain
depends linearly on carrier density N:

GL = aL (4)
N − Ntr
�

Ntr
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where aL is the proportionality constant in units of length (aL � N ∂GL/∂N near Ntr). When 
N = 0, GL = −aL, which is the loss per unit length in the unpumped active region (assuming the
gain is linear in N). Typically, aL ∼ 250 cm−1.

The current density (J) is related to the carrier density through

J = (5)

where τ is the lifetime of the electron-hole pairs. The transparency current density for d = 0.15
µm, Ntr = 1018 cm−3, and τ = 2 ns is 1200 A/cm2. The threshold condition can be found by tak-
ing the natural logarithm of Eq. (3):

gL,th = GL,thΓ = αi + αm (6)

where αm is the mirror reflectivity amortized over length, 2αmL = ln (1/R1R2); and αi repre-
sents any internal losses for the laser mode, also amortized over length.

Combining Eqs. (2) through (6), along with the fact that a laser diode with stripe width w
and length L will have a current I = JwL, gives

Ith = Itr + � ln � � + αiL� d �1 + � (7)

where the waveguide V parameter is from Eq. (1) with d = dg. Note that when the internal
losses are small, the threshold current is independent of device length L, but depends on the
reflectivity of the facets. Note also that the longer the spontaneous lifetime, the lower the
threshold current density (although this may make a long turn-on delay, as discussed later).
Finally, as expected by the relation between current and current density, a thinner stripe width
w will lower the threshold current (consistent with appropriate spatial output, as discussed
later). The current density at transparency Ntr is a basic property of the gain curve of the
active region. It is smaller for quantum well lasers (discussed later) than for thicker active
regions.

Note that because V is linearly proportional to d there is an optimal active layer thickness, a
trade-off between increasing the carrier density as much as possible, but not so much as to lose
optical confinement. The optimum thickness for 1.3-µm lasers is 0.15 µm; for 1.55-µm lasers it is
comparable (0.15 − 0.18 µm). Threshold currents for broad-area DH lasers can be under ∼500
A/cm2 at 1.3 µm and ∼1000 A/cm2 at 1.55 µm. Confining carriers and light separately can beat
this requirement, a trick used in designing quantum well lasers.

Light Out Versus Current In (the L-I Curve)

Below laser threshold only spontaneous emission is observed, which is the regime of the
LED, as discussed in Sec. 4.8. In the spontaneous regime, the output varies linearly with input
current and is emitted in all directions within the active region. As a result, a negligible
amount of light is captured by the single-mode fiber of telecom below threshold.

Above threshold, the electrical power is converted to optical power. In general, the light
will come out of both facets, and the amount of light reflected out the front facet depends on
the rear facet reflectivity. When 100 percent mirror is placed on the back facet, the optical
power at photon energy hν (wavelength λ = c/ν) emitted out the front facet is

�out = (I − Ith − IL) ηi (8)

where ηi is the internal quantum efficiency, which is the fraction of injected carriers that
recombine by radiative recombination (usually close to unity in a well-designed semiconduc-

αm
�
αm + αi
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�
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tor laser), and IL is any leakage current. This equation indicates a linear dependence between
light out and current above threshold (for constant quantum efficiency). The power out will
drop by a factor of 2 if the back facet has a reflectivity equal to that of the front facet, since
half the light will leave out the back.

From Eq. (8) can be calculated the external slope efficiency of the LD, given by ∂�out/∂I.
This allows the differential quantum efficiency ηD to be calculated:

ηD � = ηi (9)

This expression assumes that �out includes the power out both facets.
The internal quantum efficiency depends on the modes of recombination for carriers. The

rate of carrier loss is the sum of spontaneous processes, expressed in terms of carrier density
divided by a lifetime τe, and stimulated emission, expressed in terms of gain per unit time GT

and photon density P:

R(N) = + GT(N)P (10)

The spontaneous carrier lifetime is given by:

= Anr + BN + CN2 (11)

which includes spontaneous radiative recombination, given by BN. (The dependence on N
results from needing the simultaneous presence of an electron and a hole, which have the
same charge densities because of charge neutrality in undoped active regions.) The nonradia-
tive recombination terms that decrease the quantum efficiency below unity are a constant
term Anr (that accounts for all background nonradiative recombination) and an Auger recom-
bination term (with coefficient C) that depends on the square of the carrier density and comes
from processes involving several carriers simultaneously. This term is particularly important
in long-wavelength lasers where the Auger coefficient C is large. Stimulated emission is
accounted for by gain in the time domain GT, which depends on N (approximately linearly
near threshold). The group velocity vg converts gain per unit length GL into a rate GT (gain
per unit time), GT � vgGL. We can define a gain coefficient in the time domain aT = vgaL so that

GT = aT (12)

The internal quantum efficiency in a laser is the fraction of the recombination processes
that emit light:

ηi = (13)

Referring to Eq. (9), the external quantum efficiency depends on the sources of intrinsic
loss. In long-wavelength lasers, this is primarily absorption loss due to intervalence band
absorption. Another source of loss is scattering from roughness in the edges of the waveguide.

Figure 5 shows a typical experimental result for the light out of a laser diode as a function
of applied current (the so-called L-I curve) for various temperatures. It can be seen that the
linear relation between light out and current saturates as the current becomes large enough,
particularly at high temperatures. Three main mechanisms have been proposed for the
decrease in external slope efficiency with increasing current, each of which can be seen in the
form of Eq. (9):

BN2 + GT(N)P
����
AnrN + BN2 + CN3 + GT(N)P

N − Ntr
�

Ntr

1
�
τe

N
�
τe

αm
�
αm + αi

∂�out
�

∂I
e

�
hν
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1. The leakage current increases with injection current.
2. Junction heating reduces recombination lifetime and increases threshold current.
3. The internal absorption increases with injection current.

When there is more than one laser mode (longitudinal or transverse) in the LD, the L-I
curve has kinks at certain current levels. These are slight abrupt reductions in light out as the
current increases. After a kink the external slope efficiency may be different, along with dif-
ferent spatial and spectral features of the laser. These multimode lasers may be acceptable for
low-cost communication systems, but high-quality communication systems require single-
mode lasers that do not exhibit such kinks in their L-I curves.

Temperature Dependence of Laser Properties

The long-wavelength lasers are more typically sensitive to temperature than are GaAs lasers.
This sensitivity is usually expressed as an experimentally measured exponential dependence
of threshold on temperature T:

Ith(T) = Io exp � � (14)
T
�
To
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FIGURE 5 Typical experimental result for light out versus current
in (the L-I curve). These results are for diodes operating at 1.3 µm,
consisting of strained layer multiple quantum well InGaAsP lasers
measured at a series of elevated temperatures.3



where To is a characteristic temperature (in degrees Kelvin) that expresses the measured
thermal sensitivity. This formula is valid over only a limited temperature range, because it has
no real physical derivation, but it has proved convenient and is often quoted. The data in Fig.
5 correspond to To ≈ 80 K. The mechanisms for this sensitivity to temperature depend on the
material system begin used. In long-wavelength double heterostructure lasers, To appears to
be dominated by Auger recombination. However, in short-wavelength GaAs lasers and in
strained layer quantum wells, where Auger recombination is suppressed, To is higher and is
attributed to intervalence band absorption and/or carrier leakage over the heterostructure
barrier, depending on the geometry. Typical long-wavelength DH lasers have To in the range
of 50 to 70 K. Typical strained layer quantum well lasers have To in the range of 70 to 90 K,
although higher To can be achieved by incorporating aluminum in barriers, with as high as 143
K reported.4 This temperature dependence limits the maximum optical power that can be
obtained because of the phenomenon of thermal runaway, as shown at the highest tempera-
tures in Fig. 5. While the power is usually increased by increasing the current, the junction
temperature also increases (due to ohmic losses), so the threshold may increase and the out-
put power may tend to decrease.

Various means for increasing To have been explored. The most effective way to increase To

has proven to be the use of tensile strained quantum wells (discussed in Sec. 3.6). The result
has been to increase To from ∼50 K to as high as 140 K, comparable to that measured in GaAs.
In double heterostructures, losses by carrier leakage can be reduced by using a dual active
region for double carrier confinement, which has been demonstrated to achieve To values as
high as 180 K in 1.3-µm InP lasers.5

In practice, many long-wavelength lasers require thermoelectric coolers to moderate the
temperature. The temperature dependence of long-wavelength lasers may limit their perfor-
mance at high temperatures, which in turn limits where they can be used in the field.

Spatial Characteristics of Emitted Light

Light is emitted out of the facet of the laser diode after it has been guided in both directions.
It will diverge by diffraction, more strongly in the out-of-plane dimension, where it has been
more strongly waveguided. The diffracting output is sketched in Fig. 1. The spatial character-
istics of the output can be estimated by fitting the guided light to a gaussian beam and then
calculating the far-field pattern. The out-of-plane near-field profile for the lowest order mode
in an optical confinement layer of width dg can be fit to a gaussian distribution exp (−x2/w2)
by6:

w = dg �0.321 + + � for 1.8 < V < 6 (15)

where V is from Eq. (1). The far-field diffraction angle can be found from the Fourier trans-
form multiplied by the obliquity factor, resulting in a slightly different gaussian fit. The gauss-
ian half-angle in the far field is given by6:

θff = tan−1 � � (16)

where

wo = dg �0.31 + + � for 1.5 < V < 6.

Experimental data can be compared to the gaussian beam formula by remembering that
the full-width half-maximum power FWHM = w(2 ln 2)1/2. For a typical strongly index-guided

2
�
V6

3.15
�
V3/2

λ
�
πwo

4
�
V6

2.1
�
V3/2

SOURCES, MODULATORS, AND DETECTORS FOR FIBER-OPTIC COMMUNICATION SYSTEMS 4.13



buried heterostructure laser, the far-field FWHM angle out of plane is ∼1 rad and in-plane is
∼1/2 rad. These angles are independent of current for index-guided lasers. Separate confine-
ment heterostructure lasers can have smaller out-of-plane beam divergences, more typically
∼30°.

Single-mode lasers that are index guided in the lateral direction (buried heterostructure
and ridge waveguide) will obey the preceding equations, with lateral divergence angles vary-
ing from 30° to 10°, depending on design. This beam width will also be independent of cur-
rent. When lasers are gain guided laterally, the spatial variation of the gain leads to a complex
refractive index and a curved wavefront. The result is that the equivalent gaussian lateral
beam seems to have been emitted from somewhere inside the laser facet. The out-of-plane
beam, however, is still index guided and will appear to be emitted from the end facet. This
means that the output of a gain-guided laser has astigmatism, which must be compensated for
by a suitably designed external lens if the laser is to be focused effectively into a fiber (as dis-
cussed elsewhere in this handbook).

If the laser emits a diverging gaussian beam with waist w, a lens can be used to focus it into
a fiber. An effective thin lens of focal length f placed a distance d1 after the laser facet will
focus to a new waist w′ given by:

w′2 = w2 (17)

where
X1 � d1 − f

b � πw2/λ

The distance d2 from the lens to the new beam waist is given by:

X2 = X1 (18)

where X2 � d2 − f

This new waist must be matched to the fiber mode. Because of the large numerical aper-
ture of laser light, simple lenses exhibit severe spherical aberration. Fiber systems usually uti-
lize pigtailed fiber, butt coupled as close as possible to the laser, without any intervening lens.
Typical coupling efficiencies are only a few percent. Alternatively, a ball lens may be melted
directly onto a fiber tip and placed near the laser facet. Sometimes graded index (GRIN)
lenses are used to improve coupling into fibers.

Gain-guided lasers with electrode stripe widths of >5 µm usually emit multiple spatial
modes in the in-plane direction. These modes interfere laterally, producing a spatial output
with multiple maxima and nulls. Such spatial profiles are suitable for multimode fiber appli-
cations, but cannot be coupled into single-mode fibers with high efficiency. They will diffract
at an angle given by setting w equal to the minimum near-field feature size. If the stripe is nar-
row enough, gain-guided lasers are always single mode, but the double-lobed far-field spatial
profile (from the complex refractive index in the gain medium) cannot be conveniently cou-
pled into single-mode fibers.

Spectral Characteristics of Laser Light

In principle, a Fabry-Perot laser has many frequency modes with frequencies νm, given by
requiring standing waves within the laser cavity. Since the mth mode obeys mλ/2n = L, where
n is the refractive index experienced by the guided laser mode, then

f 2

�
X2

1 + b2

f 2

�
b2 + X2

1
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νm = (19)

Taking the differential, the frequency difference between modes is

∆ν = (20)

where the effective group refractive index neff = n + ν(∂n/∂ν). For typical semiconductor lasers,
n = 3.5 and neff = 4, so that when L = 250 µm, the frequency difference between modes is ∆ν =
150 GHz, and since ∆λ = (λ2/c)∆ν, when λ = 1.5 µm, the wavelength spacing is ∆λ ≈ 1 nm.

At any given instant in time, a single spatial mode emits in only one spectral mode. How-
ever, in multimode lasers, considerable mode hopping occurs, in which the LD jumps from
one spectral mode to another very rapidly. Most spectral measurements are time averages
and do not resolve this mode hopping, which can occur in nanoseconds or less. Explanations
for the mode-hopping typically involve spatial hole burning or spectral hole burning. Hole
burning occurs when the available carrier density is momentarily depleted, either spatially or
spectrally. At that time an adjacent mode with a different (longitudinal or lateral) spatial pro-
file or a different resonance wavelength may be more advantageous for laser action. Thus, the
laser jumps to this new mode. The competition between different modes for available gain is
a strong mechanism for creating lasers with multiple wavelength modes.

One way to provide a single spectral mode is to ensure a single (lateral) spatial mode. It
has been found that single spatial mode lasers usually have single spectral modes, at least at
moderate power levels. The only way to ensure a single-frequency LD is to ensure a single
longitudinal mode by using distributed feedback, as discussed in Sec. 5.7.

Polarization

The emitted light from a typical semiconductor laser is usually linearly polarized in the plane
of the heterostructure. While the gain in a semiconductor has no favored polarization depen-
dence, the transverse electric (TE) waveguide mode (polarized in-plane) is favored for two
reasons. First, the TE mode is slightly more confined than the transverse magnetic (TM) mode
(polarized out-of-plane). Second, the Fresnel reflectivity off the cleaved end facets is strongly
polarization sensitive. As waveguided light travels along the active stripe region, it can be
considered to follow a zig-zag path, being totally internally reflected by the cladding layers.
The total internal reflection angle for these waves is about 10° off the normal to the cleaved
facets of the laser. This is enough to cause the TM waveguide mode to experience less reflec-
tivity, while the TE-polarized mode experiences more reflectivity. Thus, laser light from LDs
is traditionally polarized in the plane of the junction.

However, the introduction of strain (Sec. 4.6) in the active layer changes the polarization
properties, and the particular polarization will depend on the details of the device’s geometry.
In addition, DFB and DBR lasers (Sec. 4.7) do not have strong polarization preferences, and
they must be carefully designed and fabricated if well-defined single polarization is required.

4.4 TRANSIENT RESPONSE OF LASER DIODES

When laser diodes are operated by direct current, the output is constant and follows the L-I
curve discussed previously. When the LD is rapidly switched, however, there are transient
phenomena that must be taken into account. Such considerations are important for any high-

c
�
2neffL

mc
�
2nL
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speed communication system, especially digital systems. The study of these phenomena
comes from solving the semiconductor rate equations.7

Turn-on Delay

When a semiconductor laser is turned on abruptly by applying forward-biased current to the
diode, it takes time for the carrier density to reach its threshold value and for the photon den-
sity to build up, as shown in the experimental data of Fig. 6. This means that a laser has an
unavoidable turn-on time. The delay time depends on applied current and on carrier lifetime,
which depends on carrier density N, as shown in Eq. (11). Using a differential analysis, the
turn-on time for a laser that is switched from an initial current Ii just below threshold to I just
above threshold is

τd = τ′(Nth) (21)

where τ′(N) is a differential lifetime given by

= Anr + 2BN + 3CN2 (22)

When Ii = 0 and I >> Ith, the turn-on delay has an inverse current dependence:

τd = τe(Nth) (23)

When radiative recombination dominates, then 1/τe ≈ BN and 1/τ′ ≈ 2BN ≈ 2/τe, as seen by
comparing the middle terms of Eqs. (11) and (22). For a 1.3-µm laser, Anr = 108/s, B =
10−10 cm3/s, C = 3 × 10−29 cm6/s, and Nth ≈ Ntr = 1018 cm−3. Thus, τe = 5 ns and a typical turn-on
time at 1.5 times threshold current is 3 ns. The increase in delay time as the current
approaches threshold is clearly seen in the data of Fig. 6. As a result, to switch a laser rapidly,
it is necessary to switch it from just below threshold to far above threshold. However, Fig. 6
shows that under these conditions there are large transient oscillations, discussed next.

Relaxation Oscillations

An important characteristic of the output of any rapidly switched laser (not just semiconduc-
tor lasers) is the relaxation oscillations that can be observed in Fig. 6. These overshoots occur
as the photon dynamics and carrier dynamics are coming into equilibrium. Such oscillations
are characteristic of the nonlinear coupled laser rate equations and can be found by simple
perturbation theory. These relaxation oscillations have a radian frequency ΩR given, to first
order, by9:

Ω2
R = (24)

where I is the current, Ith is the current at threshold, τp is the photon lifetime in the cavity,
given by

vgτp = (25)

and

1
�
αi + αm

I − Ith
�

Ith

1 + χ
�
τeτp

Ith
�
I

1
�
τ′

Ith − Ii
�
I − Ith
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χ = ΓaLvgτp = ΓaTτp = Γ (26)

where aL is from Eq. (4). The factor χ is the ratio of the unpumped absorption loss to the cav-
ity loss. For semiconductor lasers, χ is on the order of 1 to 3. It can also be shown that χ = Itr/
(Ith − Itr), where Itr is the current at transparency.

When χ ≈ 1, at 1.5 times threshold current, where (1 + χ)(I − Ith)/Ith ≈ 1, the time between suc-
cessive relaxation oscillation maxima is approximately the geometric mean of the carrier and
photon lifetimes: Ω2

R ≈ 1/τeτp. Typical numbers for semiconductor lasers are τe = 10 ns, τp = 3 ps,

aL
�
αi + αm
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FIGURE 6 Experimental example of turn-on delay and relaxation oscil-
lations in a laser diode when the operating current is suddenly switched
from 6 mA below the threshold current of 177 mA to varying levels above
threshold (from 2 to 10 mA). The GaAs laser diode was 50 µm long, with a
SiO2 defined stripe 20 µm wide. Light output and current pulse are shown
for each case.8



so at 1.5 times threshold current, the relaxation oscillation frequency is fR = ΩR/2π = 1 GHz, and
the time between the relaxation oscillation peaks is 1 ns.

The decay rate of these relaxation oscillations γR is given by

2τeγR = 1 + χ = 1 + (1 + χ) = 1 + Ω2
Rτeτp (27)

and is roughly 2 ns at twice threshold for typical heterostructure lasers. At 1.5 times thresh-
old, when χ ≈ 1, γR ≈ 1/τe. The relaxation oscillations will last approximately as long as the
spontaneous emission lifetime of the carriers.

This analysis employs several assumptions which do not seriously affect the relaxation
oscillation frequency, but which will overestimate the time that relaxation oscillations will
last. The analysis ignores gain saturation, which reduces gain with increased photon density P
and is important at high optical powers. It also ignores the rate of spontaneous emission in the
cavity Rsp, which is important at small optical powers. Finally, it ignores the impact of chang-
ing carrier density on spontaneous emission lifetime. A more exact formulation10 includes
these effects:

2γR = + P� − � + (28)

where gT is the modal gain per unit time. This more exact analysis increases the rate of decay,
since the sign of ∂gT/∂P is negative and also 1/τ′ ≈ 2/τe. A more typical experimental decay rate
for lasers at 1.3-µm wavelength is γ ≈ 3/τe.

The number of relaxation oscillations (before they die out) in an LD at 1.5 times threshold
is proportional to ΩR/γR ∝ (τe/τp). The longer the carrier lifetime, the more relaxation oscilla-
tions will occur (because the carriers do not decay rapidly to steady state). Shorter carrier life-
times also mean shorter turn-on times. Thus, achieving short carrier lifetimes by high carrier
densities is important for high-speed semiconductor lasers. This can be achieved by using as
small an active region as possible (such as quantum wells) and by reducing the reflectivity of
the laser facets to raise the threshold carrier density.

The relaxation oscillations disappear if the current is just at threshold. However, we’ve
also seen that under this situation the turn-on time becomes very long. It is more advanta-
geous to turn the laser on fast, suffering the relaxation oscillations and using a laser designed
to achieve a high decay rate, which means using the laser with the highest possible relaxation
oscillation frequency.

Other useful forms for the relaxation oscillations are:

Ω2
R = gTgT′P = = gT′� � (29)

where gT′� ∂gT/∂N = ΓaT/Ntr. These expressions can be found by inserting the following equa-
tions into Eq. (24):

I − Ith = (30a)

�out = hν � � Va (30b)

where τm = (vgαm)−1 is the time it takes light to bleed out the mirror and

Ith = (30c)
eNthVa
�
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e
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gT = Γ aT�
(N

N
−

t

N

r

tr)
� (30d)

so that gT′� ∂gT/∂N = Γ aT/Ntr and Ntr = ΓaT/gT′. Also

χ = , so 1 + χ = (30e)

ηD = ηi � � = ηi � �, assuming ηi ≈ 1 (30f )

Note that the relaxation oscillation frequency increases as the photon density increases, show-
ing that smaller laser dimensions are better.

Relaxation oscillations can be avoided by biasing the laser just below threshold, communi-
cation systems often operate with a prebiased laser. In digital and high-speed analog systems,
relaxation oscillations may limit speed and performance.

Modulation Response and Gain Saturation

The modulation response describes the amplitude of the modulated optical output as a function
of frequency under small-signal current modulation. There is a resonance in the modulation
response at the relaxation oscillation frequency, as indicated by the experimental data in Fig. 7.
It is more difficult to modulate the laser, above the relaxation oscillation frequency. Carrying
out a small-signal expansion of the rate equations around photon density P, the modulation
response (in terms of current density J) is12:

= (31)

where βsp is the fraction of spontaneous emission that radiates into the mode (βsp = Rspτe/N);

(1/ed)(gT′P + βsp/τe)
�����
(gT′P/τp + βsp/τeτp − ω2) + jω (gT′P + 1/τe)

∂P
�
∂J

τp
�
τi

αi
�
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FIGURE 7 Measured small-signal modulation response of a high-
speed DFB laser at several bias levels. Zero-dB modulation response is
defined in terms of the low-frequency modulation response, Eq. (32).11



and, as before, τe is the spontaneous carrier lifetime, and gT′ � ∂gT/∂N = ΓaT/Ntr. This mod-
ulation response has the form of a second-order low-pass filter. Resonance occurs when 
ω2 ≈ gT′P/τp = Ω2

R (from Eq. (29), with negligible internal loss); that is, at the relaxation oscilla-
tion frequency.

The modulation response at a frequency well below the relaxation oscillation frequency
can be expressed as the change in optical power �out as a function of current I using the limit
of Eq. (31) when ω → 0. From ∂P/∂J = τp/ed, and relating output power to photon density
through �out = (hν)(P/τm)Va, the low frequency modulation response becomes

= Va ⋅ = ⋅ = ⋅ (32)

which is expected from Eq. (8) when ηi → 1.
The 3-dB modulation radian frequency bandwidth ωB can be expressed in terms of the

relaxation oscillation parameters by13:

ω2
B = Ω2

R − γ2
R + 2�Ω2

R (Ω�2
R + γ2

R)� + γ4
R� (33)

where the oscillation frequency ΩR and damping rate γR are as previously described. The
parameters are strongly power dependent and the bandwidth increases with optical power.
When γR << ΩR, the 3-dB bandwidth ωB ≈ �3� ΩR ∝ �P�. At high optical powers the presence
of gain saturation (reduced gain at high optical power densities) must be included; the modu-
lation bandwidth saturates, and the limiting value depends on the way that the gain saturates
with photon density. Using the following approximate expression for gain saturation:

gT(N, P) = gT′ (34)

where No is the equilibrium carrier density and Ps is the saturation photon density, a simple
expression can be found for the limiting value of the modulation bandwidth at high optical
powers:

(ωB, max)2 =

Typical numbers for a 1.55-µm InGaAsP laser are 20 to 40 GHz.

Frequency Chirping

When the carrier density in the active region is rapidly changed, the refractive index also
changes rapidly, causing a frequency shift proportional to ∂n/∂t. This broadens the laser
linewidth from its original width of ∼100 MHz into a double-peaked profile with a gigahertz
linewidth, as shown in the experimental results of Fig. 8. The frequency spread is directly pro-
portional to the dependence of the refractive index n on carrier density N. This is a complex
function that depends on wavelength and degree of excitation, but for simplicity a Taylor
expansion around the steady-state carrier density No can be assumed: n = no + n1(N − No),
where n1 � ∂n/∂N. The (normalized) ratio of this slope to that of the gain per unit length gL is
called the linewidth enhancement factor βc.

βc � −2ko = −2ko (35)
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The magnitude of the frequency spread between the double lobes of a chirped pulse,
2δωCH, can be estimated in the small-signal and large-signal regimes from analyzing the time
dependence of a modulated pulse in terms of the sum of all frequency components.15

Small-Signal Modulation. For a modulation frequency ωm that is less than the relaxation
oscillation frequency, and assuming that γR << ΩR, a small modulation current Im will cause a
frequency chirp of magnitude

δωCH = ��αm

α
+
m

αi
���ω2

m + γ� 2
p� (36)

where γp = Rsp/P − (∂gT/∂P)P (remembering that ∂gT/∂P is negative). The origin of chirp is the
linewidth enhancement factor βc. It will be largest for gain-guided devices where βc is a maxi-
mum. The chirp will be smaller in lasers with αm<<αi, such as will occur for long lasers, where mir-
ror loss is amortized over a longer length, but such lasers will have a smaller differential quantum
efficiency and smaller relaxation oscillation frequency. Typical numbers at 25-mA modulation
current can vary from 0.2 nm for gain-guided lasers to 0.03 nm for ridge waveguide lasers.

Large-Signal Modulation. There is a transient frequency shift during large-signal modula-
tion given by:

δωCH = � � (37a)

When a gaussian shape pulse is assumed, exp (−t2/T2), the frequency shift becomes

δωCH ≈ βc/T (37b)
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FIGURE 8 Time-averaged power spectra of 1.3 µm InGaAsP laser under
sinusoidal modulation at 100 MHz. Horizontal scale is 0.05 nm per division.
Spectrum broadens with increase in modulation current due to frequency
chirping.14



The importance of the linewidth enhancement factor βc is evident from this equation; its exis-
tence will inevitably broaden modulated laser linewidths.

4.5 NOISE CHARACTERISTICS OF LASER DIODES

Noise in LDs results from fluctuations in spontaneous emission and from the carrier genera-
tion-recombination process (shot noise). To analyze the response of LDs to noise, one starts
with rate equations, introduces Langevin noise sources as small perturbations, and linearizes
(performs a small-signal analysis). Finally, one solves in the frequency domain using Fourier
analysis.16, 17 Only the results are given here.

Relative Intensity Noise (RIN)

Noise at a given frequency is described in terms of relative intensity noise, defined by:

RIN = (38)

where SP(ω) is the photon noise spectral density (noise per unit frequency interval), and PT is
the total photon number, PT = PVa. The solution to the analysis for RIN is:

RIN = ⋅ (39)

where βsp is the fraction of spontaneous emission emitted into the laser cavity, and is related
to the spontaneous emission rate Rsp by βsp (Ith/eVa) = Rsp. As before, the photon density P can
be related to the optical power out both facets by �out = (hν) PVa /τm. Note the significant
enhancement of noise near the relaxation oscillation frequency ω = ΩR where the noise has its
maximum value. An example of RIN as a function of frequency is shown in Fig. 9, for both
low power and high power, showing that the RIN goes up as the total optical power decreases.

At low frequencies, and for γR << ΩR, the noise is proportional to the inverse fourth power
of the relaxation oscillation frequency. Clearly, it is advantageous to use as high a relaxation
oscillation frequency as possible to reduce RIN. Since the relaxation oscillation frequency is
proportional to the square root of the power P, the RIN increases as 1/P3 as the power
decreases. Inserting the expression for ΩR into Eq. (39) gives:

RINlf = � + � �
2

� (40)

Usually, the first term dominates. It can be seen that the volume of the active laser region Va

should be as small as possible, consistent with maintaining a significant power out.

Signal-to-Noise Ratio (SNR)

The signal-to-noise ratio (SNR) can be found in terms of the relaxation oscillation parameters
using the expression for RIN (which assumes τeΩR >> γRΩR >> 1) and the total photon number:

(SNR)2 = PT = �out (41)

As expected, the SNR increases with smaller spontaneous emission and larger laser power.
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Far above threshold, inserting the value for the decay rate γR ≈ τe /3 gives

(SNR)2 = �out (42)

Gain saturation at high powers eventually limits the SNR to about 30 dB; while at powers of
a few milliwatts it is 20 dB, with intensity fluctuation typically close to 1 percent.

Mode Partition Noise in Multimode Lasers

The preceding discussion of noise holds qualitatively for multimode lasers as long as all the
laser modes are included. However, measurements made on any one mode show much more
noise, particularly at low frequencies. This is due to the mode-hopping discussed previously,
and is referred to as mode partition noise. That is, the power partitions itself between differ-
ent laser modes in a way that keeps the overall intensity relatively constant, as shown by the
solid line in Fig. 10. The power in each mode is not a steady function of time, because the
power distribution among the modes changes with time. Whenever the distribution changes,
the power output undergoes fluctuation, leading to a noise term on a nominally stable out-
put. This leads to the enhanced RIN on the dominant mode in Fig. 10. Even an output whose
spectrum looks nominally single mode, as shown in the inset of Fig. 10, can have a large RIN
on the dominant mode. This is because the spectrum is time averaged. A side mode does not
contain 5 percent of the power, for example; it contains 100 percent of the power for 5 per-
cent of the time. This causes the very large RIN observed. The solution to avoiding this noise
is to insist on a single longitudinal mode by using distributed feedback. Since lasers for
telecommunication applications are typically single mode, we will not consider mode parti-
tion noise further. It becomes important for data communications based on multimode
lasers, however, and it is crucial to gather all the light into the fiber.

Phase Noise—Linewidth

The fundamental linewidth of a laser is given by the stochastic process of spontaneous emis-
sion, as first derived by Schawlow and Townes in the very early days of lasers. In a semicon-

2eτeτm
�
3βspIthhν
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FIGURE 9 Measured relative intensity noise as a function of
frequency in a multiple quantum well 1.5-µm laser diode, for
optical power near threshold and high above threshold. The shot
noise level for the higher power measurement is also shown.18



ductor laser, additional noise enters from the stochastic process of carrier injection. Because
the refractive index is a function of the carrier density, changes in carrier density cause
changes in refractive index, which in turn create phase noise.

The formula for the radian frequency linewidth of a semiconductor laser includes the
linewidth enhancement factor βc (defined in Eq. (35):

δω = (1 + βc
2) δωo (43)

where the original Schawlow-Townes linewidth is given by

δωo = = (44)

Typical values of the linewidth enhancement factor are βc = 5. It can be seen that the linewidth
decreases inversely as the laser power increases. However, as shown in the experimental data
in Fig. 11, at high enough power (above 10 mW) the linewidth narrowing saturates at ∼1 to 10
MHz and then begins to broaden again at even higher power levels. It is also possible to

βspIthhντm
��

2e�out

Rsp
�
2P

4.24 FIBER OPTICS

FIGURE 10 Effect of mode partition noise on relative intensity noise in
multimode lasers. Experimentally observed intensity-noise spectra in all
modes (solid curve) or in dominant mode (dashed curve). Inset shows
spectrum of average mode power.19



reduce the linewidth by using QWs and increasing the cavity length (to decrease Nth and
increase P).

External Optical Feedback and Coherence Collapse

Semiconductor lasers are extremely sensitive to weak time-delayed feedback, such as from
reflections off the front ends of fiber pigtails. These fed-back signals can result in mode hop-
ping, strong excess noise, and chaotic behavior in the coherence collapse regime. Some of the
features of feedback-induced noise are outlined here.

Regimes of Feedback. The following provides a useful classification scheme21:

Regime I. At the lowest levels of feedback, narrowing or broadening of the emission line
is observed, depending on the phase of the feedback.

Regime II. At higher levels of feedback, mode hopping between different external cavity
modes may appear.

Regime III. Further increasing the levels of feedback, the laser is observed to operate in
the lowest linewidth mode.
Regime IV. At yet higher feedback levels, satellite modes appear, separated from the
main mode by the relaxation oscillation frequency. These grow as the feedback increases
and the laser line eventually broadens. This regime does not depend on the distance from
the laser to the reflector. This is the regime of coherence collapse.

Regime V. A regime of stable operation that can be reached only with antireflection coat-
ing on the laser facet to ensure the largest possible coupling back into the laser.

These regimes of feedback are characterized by the value of a feedback parameter C,
given by:
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FIGURE 11 Linewidth of DFB lasers as a function of inverse power,
comparing bulk active regions and multiple quantum well active regions.20



C = �fext� Ce �1 + βc
2� (45)

where fext is the ratio of the externally reflected power that enters back into the laser divided
by the emitted power. Also, the external coupling factor Ce = (1 − R)/�R�, where R is the
reflectivity of the laser facet. As before, βc is the linewidth enhancement factor. The external
round-trip time delay is τext, and the laser round-trip time is τL. The regimes have the follow-
ing values of the feedback parameter:

Regime I. C < 1
Regime II. C > 1
Regime III. C >> 1
Regime IV. This is the so-called coherence collapse regime, where C is even larger.

Fig. 12 gives an example of the linewidth of a semiconductor laser versus the parameter C.
A quantitative discussion of these regimes follows.22

Assume that the coupling efficiency from the laser into the fiber is η. Then, because feed-
back requires a double pass, the fraction of emitted light fed back into the laser is fext = η2Re,
where Re is the reflectivity from the end of the fiber. The external reflection changes the over-
all reflectivity and therefore the required gain for threshold, depending on its phase φext. Pos-
sible modes are defined by the threshold gain and the phase condition that requires an
effective external round-trip phase for fed-back light δφL = mπ. But a change in the threshold
gain also changes the refractive index and the phase through the linewidth enhancement fac-
tor βc. The phase of the returning light is:

τext
�
τL
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FIGURE 12 Linewidth versus feedback for a semi-
conductor laser and the corresponding feedback
regimes.22



δφL = [(ω − ωth)τext + C sin (ωτext + tan−1 βc)] (46)

where ωth is the frequency of the solitary laser at threshold.

Regime I. For very weak feedback, C < 1 and there is only one solution when δφL is set equal
to mπ, so that the frequency of the mode of the solitary laser ω is at most slightly changed. The
line will be narrowed or broadened as the external reflection adds to or subtracts from the
output of the laser.

The linewidth is:

∆ω = (47)

with maximum and minimum values given by:

∆ωmin = (47a)

∆ωmax = (47b)

This is regime I.
The system performance moves toward regime II as C → 1. Note that at C = 1 the maxi-

mum value predicts an infinite linewidth. This indicates that even very small feedback can
cause wide spectral response, as long as C ∼ 1.

Regime II. For higher feedback with C > 1, several solutions with δφL = mπ may exist.
Linewidth broadening occurs because the single external cavity mode now has split into a
dual mode, accompanied by considerable phase noise. Mode hopping gives linewidth broad-
ening and intensity noise. This is a low-frequency noise with a cutoff frequency of about 10
MHz.

Regime III. As the system performance moves toward regime III with increasing feedback,
the mode splitting increases up to a frequency ∆ω = 1/τext and the cutoff frequency for mode
hopping noise decreases until only one of the split modes survives. To understand which mode
survives, it is important to realize that in regime III, stable and unstable modes alternate with
increasing phase. Because βc ≠ 0, the mode with the best phase stability (corresponding to the
minimum linewidth mode) does not coincide with the mode with minimum threshold gain.
However, in feedback regime III, the mode with the minimum linewidth rather than the
mode with the minimum gain is the predominant lasing mode. This has been understood by
analyzing the importance of phase stability to laser operation. This minimum linewidth mode
remains relatively stable in regime III and is at the emission frequency of the laser without
feedback. The laser operates in the lowest linewidth mode as long as the inverse of the line-
width of the solitary laser is larger than the external cavity round-trip time. In this mode of
operation, the laser is stably phase locked to the feedback.

Regime IV. The stable linewidth solution of regime III collapses as the fraction of power fed
back fext increases to a critical value. There is considerable discussion of the physical mecha-
nism that leads to this coherence collapse. The existence of this regime has been demonstrated
by simulation, through numerical solution of the rate equations. Fitting to experimental results
and theoretical analyses indicates that the onset of coherence collapse occurs when the feed-
back is larger than a critical value given by23:
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����
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C ≥ Ccrit = 2γRτext (48)

where γR is the damping rate of the relaxation oscillations, as previously defined. As the feed-
back level approaches the critical value C, undamped relaxation oscillations appear, and
oscillations of carrier density induce the phase of the field to oscillate through the linewidth
enhancement factor βc. To obtain an analytical result, it must be assumed that the external
cavity round-trip time is larger than the time for relaxation oscillations to damp out.

As the feedback increases, the relaxation oscillation ceases to be damped, as a result of the
interaction between the field amplitude in the semiconductor cavity and the carrier density,
which shows up as a phase difference between the field in the semiconductor cavity and in the
feedback field. The onset of coherence collapse is determined by the feedback parameter at
which the relaxation oscillation ceases to be damped.

Regime V. This is a regime of stable operation that can only be achieved with an anti-
reflection-coated laser output facet (such as a bare diode in an external cavity), and is not of
concern here.

Cavity Length Dependence and RIN. In some regimes the regions of stability depend on
the length of the external cavity, that is, the distance from the extra reflection to the laser
diode. These regions have been mapped out for two different laser diodes, as shown in Fig. 13.
The qualitative dependence on distance to reflection should be the same for all lasers.

The RIN is low for weak to moderate levels of feedback but increases tremendously in
regime IV. The RIN and the linewidth are strongly related (see Fig. 12); the RIN is suppressed
in regimes III and V.

Low-Frequency Fluctuations. When a laser operating near threshold is subject to a moder-
ate amount of feedback, chaotic behavior evolves into low-frequency fluctuations (LFF). Dur-
ing LFF the average laser intensity shows sudden dropouts, from which it gradually recovers,
only to drop out again after some variable time, typically on the order of tens of external cav-
ity round-trips. This occurs in regimes of parameter space where at least one stable external
cavity mode exists, typically at the transition between regimes IV and V. Explanations differ as
to the cause of LFF, but it appears to originate in strong intensity pulses that occur during the
buildup of average intensity, as a form of mode locking, being frustrated by the drive toward
maximum gain. Typical frequencies for LFF are 20 to 100 MHz, although feedback from reflec-
tors very close to the laser has caused LFF at frequencies as high as 1.6 GHz.

Conclusions. Semiconductor laser subject to optical feedback exhibits a rich and complex
dynamic behavior that can enhance or degrade the laser’s performance significantly. Feed-
back can occur through unwanted back reflections—for instance, from a fiber facet—and can
lead to a severe degradation of the spectral and temporal characteristics, such as in the coher-
ence collapse regime or in the LFF regime. In both regimes, the laser intensity fluctuates
erratically and the optical spectrum is broadened, showing large sidebands. Because these
unstable regimes can occur for even minute levels of feedback, optical isolators or some other
means of prevention are usually used.

4.6 QUANTUM WELL AND STRAINED LASERS

Quantum Well Lasers

We have seen that the optimum design for low-threshold LDs uses the thinnest possible
active region to confine free carriers, as long as the laser light is waveguided. When the active

1 + βc
2

�
βc

2
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layer has a thickness less than a few tens of nanometers (hundreds of angstroms), it becomes
a quantum well (QW). That is, the layer is so thin that the confined carriers have energies that
are quantized in the growth direction z, as described in Vol. 1, Chap. 13 of this handbook. This
changes the density of states and the gain (and absorption) spectrum. While bulk semicon-
ductors have an absorption spectrum near the band edge that increases with photon energy
above the bandgap energy Eg as (hν − Eg)1/2, quantum wells have an absorption spectrum that
is steplike in photon energy at each of the allowed quantum states. Riding on this steplike
absorption is a series of exciton resonances at the absorption steps that occur because of the
Coulomb interaction between free electrons and holes, which can be seen in the spectra of
Fig. 14. These abrupt absorption features result in much higher gain for quantum well lasers
than for bulk semiconductor lasers. The multiple spectra in Fig. 14 record the reduction in
absorption as the QW states are filled with carriers. When the absorption goes to zero, trans-
parency is reached. Figure 14 also shows that narrower wells push the bandgap to higher ener-
gies, a result of quantum confinement. The QW thickness is another design parameter in
optimizing lasers for telecommunications.

Because a single quantum well (SQW) is so thin, its optical confinement factor is small. It
is necessary either to use multiple QWs (separated by heterostructure barriers that contain
the electronic wave functions within individual wells) or to use a guided wave structure that
focuses the light into a SQW. The latter is usually a GRIN structure, as shown in Fig. 2d. Band
diagrams as a function of distance in the growth direction for typical quantum well separate
confinement heterostructures are shown in Fig. 15. The challenge is to properly confine carri-
ers and light using materials that can be reliably grown and processed by common crystal
growth methods.
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FIGURE 13 Regimes of stable and unstable operation for
two laser diodes (� and �) when subject to external feed-
back at varying distances and of varying amounts.24



Quantum wells have provided significant improvement over bulk active regions, as origi-
nally observed in GaAs lasers. In InP lasers, Auger recombination and other losses come into
play at the high carrier densities that occur in quantum confined structures, which tends to
degrade laser performance. However, it has been found that providing strain in the active
region can improve the performance of QW InGaAsP lasers to a level comparable with GaAs
lasers. Strained QW lasers are described in the next section.

The LD characteristics described in Secs. 5.2 to 5.5 hold for QW lasers as well as for bulk
lasers. The primary difference is that the gain is larger and the optical confinement factor will be
much smaller, because the light is not well confined in a single thin QW active region. The opti-
cal confinement factor in a typical QW of thickness d is dominated by the second term in the
denominator of Eq. (2). When multiple quantum wells (MQWs) are used, dg can be the thickness
of the entire region containing the MQWs and their barriers, but Γ must now be multiplied by
the filling factor Γf of the quantum wells within the MQW region—that is, if there are Nw wells,
each of thickness dw, then Γf = Nwdw/dg. When a GRINSCH structure is used, the optical con-
finement factor depends on the curvature of its refractive gradient near the center of the guide.

4.30 FIBER OPTICS

FIGURE 14 Absorption spectrum for multiple quantum wells of three
different well sizes, for varying levels of optically induced carrier density,
showing the decrease in absorption toward transparency. Note the stronger
excitonic resonances and increased bandgap with smaller well size.25



There are subtle differences in performance between different geometries, depending on
how many QWs are used and the extent to which a GRINSCH structure is dominant. The
lowest threshold current densities have been reported for the highest Q cavities (longest
lengths or highest reflectivities) using single QWs. However, for lower Q cavities the lowest
threshold current densities are achieved with MQWs, even though they require higher carrier
densities to achieve threshold. This is presumably because Auger recombination depends on
the cube of the carrier density, so that SQW lasers will have excess losses with their higher
carrier densities. In general, MQWs are a better choice in long-wavelength lasers, while
SQWs have the advantage in GaAs lasers. However, with MQW lasers it is important to real-
ize that the transport of carriers moving from one well to the next during high-speed modula-
tion must be taken into account. In addition, improvements through the use of strained layer
QWs make single QW devices more attractive.

Strained Layer Quantum Well Lasers

Active layers containing strained quantum wells have proven to be an extremely valuable
advance in high-performance long-wavelength InP lasers. They have lower thresholds,
enhanced differential quantum efficiency ηD, larger characteristic temperature To, reduced
linewidth enhancement factor βc (less chirp), and enhanced high-speed characteristics (larger
relaxation oscillation frequency ΩR) compared to unstrained QW and bulk devices. This results
from the effect of strain on the energy-versus-momentum band diagram. Bulk semiconductors
have two valence bands that are degenerate at the potential well minimum, as shown in Fig. 16.
They are called heavy-hole and light-hole bands, since the smaller curvature means a heavier
effective mass. Quantum wells lift this degeneracy, and interaction between the two bands near
momentum k = 0 causes a local distortion in the formerly parabolic bands, also shown in Fig.
16. As a result, the heavy hole effective mass becomes smaller, more nearly approaching that
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FIGURE 15 Typical band diagrams (energy of con-
duction band Ec and valence band Ev versus growth
direction) for quantum wells in separate confinement
laser heterostructures: (a) single quantum well; (b)
multiple quantum wells; and (c) graded index sepa-
rate confinement heterostructure (GRINSCH) and
multiple quantum wells.



of the conduction band. This allows population inversion to become more efficient, increasing
the differential gain; this is one factor in the reduced threshold of QW lasers.26

Strain additionally alters this structure in a way that can improve performance even more.
Compressive strain in the QW moves the heavy-hole and light-hole valence bands further
apart and further reduces the hole effective mass. Strain also decreases the heavy-hole effec-
tive mass by a factor of two or more, further increasing the differential gain and reducing the
threshold carrier density. Higher differential gain also results in a smaller linewidth enhance-
ment factor. Tensile strain moves the heavy-hole and light-hole valence bands closer together.
In fact, at one particular tensile strain value these bands become degenerate at k = 0. Further
tensile strain results in the light hole having the lowest energy at k = 0. These lasers will be
polarized TM, because of the angular momentum properties of the light-hole band. This
polarization has a larger optical matrix element, which can enhance the gain over some wave-
length regions.
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FIGURE 16 The effect of strain on the band diagram (energy E versus
in-plane momentum kx) of III-V semiconductors: (a) no strain, showing the
degeneracy of the heavy holes HH and light holes LH at kx = 0; (b) quan-
tum wells, showing the separately quantized conduction bands (C1 and C2)
and removal of the valence band degeneracy, with the lowest energy heavy
holes HH1 no longer having the same energy as the lowest energy light
holes LH1 at k = 0; (c) compressive strain, with enhanced separation
between the light-hole and the lowest heavy-hole band; and (d) tensile
strain, with light holes having the lowest energy.



In addition to the heavy- and light-hole bands, there is an additional, higher-energy valence
band (called the split-off band) which participates in Auger recombination and intervalence
band absorption, both of which reduce quantum efficiency. In unstrained material there is a
near-resonance between the bandgap energy and the difference in energy between the heavy-
hole and split-off valence bands, which enhances these mechanisms for nonradiative recom-
bination. Strain removes this near-degeneracy and reduces those losses that are caused by
Auger recombination and intervalence band absorption. This means that incorporating strain
is essential in long-wavelength laser diodes intended to be operated at high carrier densities.
The reliability of strained layer QW lasers is excellent, when properly designed. However,
strain does increase the intraband relaxation time, making the gain compression factor worse,
so strained lasers tend to be more difficult to modulate at high speed.

Specific performance parameters are strongly dependent on the specific material, amount
of strain, size and number of QWs, and device geometry, as well as the quality of crystal
growth. Calculations show that compressive strain provides the lowest transparency current
density, but tensile strain provides the largest gain (at sufficiently high carrier densities), as
shown in Fig. 17. The lowest threshold lasers, then, will typically be compressively strained.
Nonetheless, calculations show that, far enough above the band edge, the differential gain is
4 times higher in tensile compared to compressive strain. This results in a smaller linewidth
enhancement factor, even if the refractive index changes per carrier density are larger. It has
also been found that tensile strain in the active region reduces the Auger recombination,
decreasing the losses introduced at higher temperatures. This means that To can increase with
strain, particularly tensile strain. Performance at 1.55 µm comparable with that of GaAs
lasers has been demonstrated using strained layer QWs. Deciding between compressively and
tensilely strained QWs will be a matter of desired performance for specific applications.

Threshold current densities under 200 A/cm2 have been reported at 1.55 µm; To values on
the order of 140 K have been reported, 3 times better than bulk lasers. Strained QW lasers
have improved modulation properties compared with bulk DH lasers. Because the gain co-
efficient can be almost double, the relaxation oscillation frequency is expected to be almost 50
percent higher, enhancing the modulation bandwidth and decreasing the relative intensity
noise for the same output power. Even the frequency chirp under modulation will be less,
because the linewidth enhancement factor is less. The typical laser geometry, operating char-
acteristics, transient response, noise, frequency chirping, and the effects of external optical
feedback are all similar in the strained QW lasers to what has been described previously for
bulk lasers. Only the experimentally derived numerical parameters will be somewhat differ-
ent; strained long-wavelength semiconductor lasers have performance parameters compara-
ble to those of GaAs lasers. One difference is that the polarization of the light emitted from
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FIGURE 17 Modal gain at 1.55 µm in InGaAs QW
lasers calculated as a function of the carrier density per
unit area contained in the quantum well. Well widths
were determined by specifying wavelength.27



strained lasers may differ from that emitted from bulk lasers. As explained in Sec. 3.3, the gain
in bulk semiconductors is independent of polarization, but lasers tend to be polarized in-
plane because of higher facet reflectivity for that polarization. The use of quantum wells
causes the gain for the TE polarization to be slightly (∼10 percent) higher than for the TM
polarization, so lattice-matched QW lasers operate with in-plane polarization. Compressive
strain causes the TE polarization to have significantly more gain than the TM polarization
(typically 50 to 100 percent more), so these lasers are also polarized in-plane. However, ten-
sile strain severely depresses the TE gain, and these lasers have the potential to operate in
TM polarization.

Typical 1.3- and 1.5-µm InP lasers today use from 5 to 15 wells that are grown with internal
strain. By providing strain-compensating compressive barriers, there is no net buildup of strain.
Typical threshold current densities today are ∼1000 A/cm2, threshold currents ∼10 mA, To ∼ 50
to 70 K, maximum powers ∼40 mW, differential efficiencies ∼0.3 W/A, and maximum operating
temperatures ∼70°C before the maximum power drops by 50 percent. There are trade-offs on
all these parameters; some can be made better at the expense of some of the others.

4.7 DISTRIBUTED FEEDBACK (DFB) AND DISTRIBUTED BRAGG
REFLECTOR (DBR) LASERS

Rather than cleaved facets for feedback, some lasers use distributed reflection from corru-
gated waveguide surfaces. Each groove provides some slight reflectivity, which adds up coher-
ently along the waveguide at the wavelength given by the corrugation. This has two
advantages. First, it defines the wavelength (by choice of grating spacing) and can be used to
fabricate single-mode lasers. Second, it is an in-plane technology (no cleaves) and is therefore
compatible with monolithic integration with modulators and/or other devices.

Distributed Bragg Reflector (DBR) Lasers

The distributed Bragg reflector (DBR) laser replaces one or both laser facet reflectors with a
waveguide diffraction grating located outside the active region, as shown in Fig. 18. The
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FIGURE 18 Schematic for DBR laser configuration in a geometry that includes a phase portion for phase
tuning and a tunable DBR grating. Fixed-wavelength DBR lasers do not require this tuning region. Designed
for 1.55-µm output, light is waveguided in the transparent layer below the MQW that has a bandgap at a
wavelength of 1.3 µm. The guided wave reflects from the rear grating, sees gain in the MQW active region,
and is partially emitted and partially reflected from the cleaved front facet. Fully planar integration is possi-
ble if the front cleave is replaced by another DBR grating.28



reflectivity of a Bragg mirror is the square of the reflection coefficient (given here for the
assumption of lossless mirrors)29:

r = (49)

where κ is the coupling coefficient due to the corrugation (which is real for corrugations that
modify the effective refractive index in the waveguide, but would be imaginary for periodic
modulations in the gain and could, indeed, be complex). Also, δ is a detuning parameter that
measures the offset of the optical wavelength λ from that defined by the grating periodicity Λ.
When the grating is used in the mth order,

δ = − (50)

where ng is the effective group refractive index of the waveguide mode, and m is any integer.
Also, S is given by:

S2 = κ2 − δ2 (51)

The Bragg mirror has its maximum reflectivity on resonance when δ → 0 and the wave-
length λm is determined by the mth order of the grating spacing Λ:

Λ = (52)

The reflection coefficient on resonance is rmax = −i tanh (KL) and the Bragg reflectivity is:

Rmax = tanh2 (KL) (53)

where K is the coupling per unit length, K = |κ|, and is larger for deeper corrugations or when
the refractive index difference between the waveguide and the cladding is larger. The reflec-
tivity falls off as the wavelength moves away from resonance and the detuning increases.

When off resonance far enough that |δ| > |κ|, it is more practical to define:

σ2 = δ2 − κ2 (54)

and the reflectivity has the form:

R = (55)

Note that when σ → 0, δ = K and R → (KL)2/[1 + (KL)2]. For moderate values of the grating
coupling KL, this value of the reflectivity is not very different from that given by Eq. (53).
Thus, σ2 > 0 over most of the detuning range.

The half-width of the resonance can be found by noting that the reflectivity goes to zero
when σL = π, where the cotangent goes to infinity. This occurs at a cutoff detuning δc given
by δc

2L2 = π2 + K2L2. This fact allows us to define a reflection resonance half-width as δc/2 and
the full width as δo. The width of the resonance is constant (δc = π/L) when KL << π, but
broadens for large KL. Typical numbers are 2 < KL < 5, so it is reasonable to take δc ≈ π/L.
The detuning is related to the wavelength bandwidth of the mirror by differentiating Eq.
(50): ∆δ = 2πng (∆λ/λ2

o). Then the wavelength bandwidth for δc = π/L is ∆λ = λ2/(2Lng) and the
width of the resonance is 0.5 nm (when L = 500 µm, λ = 1.3 µm, and KL << π). This narrow
resonance, fixable by choosing the grating spacing and variable by varying the refractive
index (with, for example, carrier injection) makes the DBR laser very favorable for use in
optical communication systems.
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The characteristics of Fabry-Perot lasers previously described still hold for DBR lasers,
except that the narrow resonance can ensure that these lasers are single mode, even at high
excitation levels.

Distributed Feedback (DFB) Lasers

When the corrugation is put directly on the active region or its cladding, this is called dis-
tributed feedback (DFB). One typical example is shown in Fig. 19. As before, the grating spac-
ing is chosen such that, for a desired wavelength near λo, Λ = mλo/2ng, where now ng is the
effective group refractive index of the laser mode inside its waveguiding active region, and m
is any integer. A laser operating under the action of this grating has feedback that is dis-
tributed throughout the laser gain medium. In this case, Eq. (49) is generalized to allow for
the gain: δ = δo + igL, where gL is the laser gain and δo = 2πng/λ − 2πng/λo. Equations (49) to (54)
remain valid, understanding that now δ is complex.

The laser oscillation condition requires that after a round-trip inside the laser cavity, a
wave must have the same phase that it started out with, so that successive reflections add in
phase. Thus, the phase of the product of the complex reflection coefficients (which now
include gain) must be an integral number of 2π. This forces r2 to be a positive real number. So,
laser oscillation requires that:

r2 > 0 (56)

On resonance δo = 0 and S2
o = κ2 + g2

L, so that So is pure real for simple corrugations (κ real).
Since the denominator in Eq. (49) is now pure imaginary, r2 is negative and the round-trip
condition of Eq. (56) cannot be met. Thus, there is no on-resonance solution to a simple DFB
laser with a corrugated waveguide and/or a periodic refractive index.

DFB Threshold. We look for an off-resonance solution to the DFB laser with a corrugated
waveguide in the active region (κ real). A laser requires sufficient gain that the reflection
coefficient becomes infinite. That is,
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FIGURE 19 Geometry for a DFB laser, showing a
buried grating waveguide that forms the separate con-
finement heterostructure laser, which was grown on
top of a grating-etched substrate. The cross-hatched
region contains the MQW active layer. A stripe mesa
is etched and regrown to provide a buried het-
erostructure laser. Reflection from the cleaved facets
must be suppressed by means of an antireflection
coating.



δth = iSth coth (SthL) (57)

where

S2
th = κ2 − δ2

th (58)

By simple algebraic manipulation, Eq. (57) can be written as:

exp (2Sth) = −1 (59)

Multiplying and dividing by Sth + iδth gives:

exp (2Sth) = −1 (60)

The denominator is κ2, which, for pure corrugations, is K2. For large gain, δ2
th >> K2, so that Eq.

(58) gives Sth = iδth = iδo − gL. Inserting this in the numerator, Eq. (60) becomes30:

exp (2Sth) = −1. (61)

This is a complex eigenvalue equation that has both a real and an imaginary part, which give
both the detuning δo and the required gain gL. Equating the phases gives:

2 tan−1 ��
g
δ

L

o
�� − 2δoL + δoL = (2m + 1)π (62)

There is a series of solutions, depending on the value of m.
For the largest possible gains,

δoL = −(m + �
1
2

�) π (63)

There are two solutions, m = −1 and m = 0, giving δoL = −π/2 and δoL = +π/2. These are two
modes equally spaced around the Bragg resonance. Converting to wavelength units, the mode
detuning becomes δoL = −2πngL(δλ/λ2), where δλ is the deviation from the Bragg wavelength.
Considering δoL = π/2, for L = 500 µm, ng = 3.5, and λ = 1.55 µm, this corresponds to δλ = 0.34
nm. The mode spacing is twice this, or 0.7 nm.

The required laser gain is found from the magnitude of Eq. (61) through

= (g2
LL2 + δ2

oL2) exp (−2gLL) (64)

For detuning δoL = −π/2, the gain can be found by plotting Eq. (64) as a function of gain gL,
which gives K(gL), which can be inverted to give gL(K).

These results show that there is a symmetry around δo = 0, so that there will tend to be two
modes, equally spaced around λo. Such a multimode laser is not useful for communication sys-
tems, so something must be done about this. The first reality is that there are usually cleaved
facets, at least at the output end of the DFB laser. This changes the analysis from that given
here, requiring additional Fresnel reflection to be added to the analysis. The additional reflec-
tion will usually favor one mode over the other, and the DFB will end up as a single mode.
However, there is very little control over the exact positioning of these additional cleaved
facets with respect to the grating, and this has not proven to be a reliable way to achieve single-
mode operation. The most common solution to this multimode problem is to use a quarter-
wavelength-shifted grating, as shown in Fig. 20. Midway along the grating, the phase changes by
π/2 and the two-mode degeneracy is lifted. This is the way that DFB lasers are made today.
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Quarter-Wavelength-Shifted Grating. Introducing an additional phase shift of π to the
round-trip optical wave enables an on-resonance DFB laser. Thus, light traveling in each
direction must pass through an additional phase shift of π/2. This is done by interjecting an
additional phase region of length Λ/2, or λ/4ng, as shown in Fig. 20. This provides an additional
π/2 phase in Eq. (63), so that the high-gain oscillation condition becomes:

δoL = −mπ (65)

Now there is a unique solution at m = 0, given by Eq. (64) with δo = 0:

KL = gLL exp (−gLL) (66)

Given a value for KL, the gain can be calculated. Alternatively, the gain can be varied, and
the coupling coefficient used with that gain can be calculated. It can be seen that if there are
internal losses αi, the laser must have sufficient gain to overcome them as well: gL + αi.

Quarter-wavelength-shifted DFB lasers are commonly used in telecommunications
applications. There are a variety of ways in which the DFB corrugations are placed with
respect to the active layer. Most common is to place the corrugations laterally on either side
of the active region, where the evanescent wave of the guided mode experiences sufficient
distributed feedback for threshold to be achieved. Alternative methods place the corruga-
tions on a thin cladding above the active layer. Because the process of corrugation may
introduce defects, it is traditional to avoid corrugating the active layer directly. Once a DFB
laser has been properly designed, it will be single mode at essentially all power levels and
under all modulation conditions. Then the single-mode laser characteristics described in the
early part of this chapter will be well satisfied. However, it is crucial to avoid reflections
from fibers back into the laser, because instabilities may arise, and the output may cease to
be single mode.

A different technique that is sometimes used is to spatially modulate the gain. This renders
κ complex and enables an on-resonance solution for the DFB laser, since S will then be com-
plex on resonance. Corrugation directly on the active region makes this possible, but care
must be taken to avoid introducing centers for nonradiative recombination.

There have been more than 35 years of research and development in semiconductor lasers
for telecommunications. Today it appears that the optimal sources for telecommunications
applications are strained quantum well distributed feedback lasers at 1.3 or 1.55 µm.

4.8 LIGHT-EMITTING DIODES (LEDS)

Sources for low-cost fiber communication systems, such as are used for communicating data,
are typically light-emitting diodes (LEDs). These may be edge-emitting LEDs (E-LEDs),
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FIGURE 20 Side view of a quarter-wavelength-shifted grating, etched into a separate con-
finement waveguide above the active laser region. Light with wavelength in the medium λg

sees a π/4 phase shift, resulting in a single-mode DFB laser operating on line-center.



which resemble laser diodes, or, more commonly, surface-emitting LEDs (S-LEDs), which
emit light from the surface of the diode and can be butt-coupled to multimode fibers.

When a PN junction is forward biased, electrons are injected from the N region and holes
are injected from the P region into the active region. When free electrons and free holes co-
exist with comparable momentum, they will combine and may emit photons of energy near
that of the bandgap, resulting in an LED. The process is called injection (or electro-) lumines-
cence, since injected carriers recombine and emit light by spontaneous emission. A semicon-
ductor laser diode below threshold acts as an LED. Indeed, a semiconductor laser without
mirrors is an LED. Because LEDs have no threshold, they usually are not as critical to oper-
ate and are usually much less expensive. Also, they do not need the optical feedback of lasers
(in the form of cleaved facets or distributed feedback). Because the LED operates by spon-
taneous emission, it is an incoherent light source, typically emitted from a larger aperture (out
the top surface) with a wider far-field angle and a much wider wavelength range (30 to 50 nm).
In addition, LEDs are slower to modulate than laser diodes. Nonetheless, they can be excel-
lent sources for inexpensive multimode fiber communication systems. Also, LEDs have the
advantages of simpler fabrication procedures, lower cost, and simpler drive circuitry. They are
longer lived, exhibit more linear input-output characteristics, are less temperature sensitive,
and are essentially noise-free electrical-to-optical converters. The disadvantages are lower
power output, smaller modulation bandwidths, and distortion in fiber systems because of the
wide wavelength band emitted. Some general characteristics of LEDs are discussed in Vol. 1,
Chap. 12 of this handbook (pp. 12.36–12.37).

In fiber communication systems, LEDs are used for low-cost, high-reliability sources typi-
cally operating with graded index multimode fibers (core diameters approximately 62 µm) at
data rates up to 622 Mb/s. The emission wavelength will be at the bandgap of the active region
in the LED; different alloys and materials have different bandgaps. For medium-range dis-
tances up to ∼10 km (limited by modal dispersion), LEDs of InGaAsP grown on InP and
operating at λ = 1.3 µm offer low-cost, high-reliability transmitters. For short-distance sys-
tems, up to 2 km, GaAs-based LEDs operating near 850 nm wavelength are used, because
they have the lowest cost, both to fabricate and to operate, and the least temperature depen-
dence. The link length is limited to ∼2 km because of chromatic dispersion in the fiber and the
finite linewidth of the LED. For lower data rates (a few megabits per second) and short dis-
tances (a few tens of meters), very inexpensive systems consisting of red-emitting LEDs with
GaAlAs or GaInP active regions emitting at 650 nm can be used with plastic fibers and stan-
dard silicon detectors. The 650-nm wavelength is a window in the absorption in acrylic plastic
fiber, where the loss is ∼0.3 dB/m.

A typical GaAs LED heterostructure is shown in Fig. 21. The forward-biased pn junction
injects electrons and holes into the GaAs active region. The AlGaAs cladding layers confine
the carriers in the active region. High-speed operation requires high levels of injection
(and/or doping) so that the recombination rate of electrons and holes is very high. This means
that the active region should be very thin. However, nonradiative recombination increases at
high carrier concentrations, so there is a trade-off between internal quantum efficiency and
speed. Under some conditions, LED performance is improved by using quantum wells or
strained layers. The improvement is not as marked as with lasers, however.

Spontaneous emission causes light to be emitted in all directions inside the active layer,
with an internal quantum efficiency that may approach 100 percent in these direct band semi-
conductors. However, only the light that gets out of the LED and into the fiber is useful in a
communication system, as illustrated in Fig. 21a. The challenge, then, is to collect as much
light as possible into the fiber end. The simplest approach is to butt-couple a multimode fiber
to the LED surface as shown in Fig. 21a (although more light is collected by lensing the fiber
tip or attaching a high-index lens directly on the LED surface). The alternative is to cleave the
LED, as in a laser (Fig. 1), and collect the waveguided light that is emitted out the edge. Thus,
there are two generic geometries for LEDs: surface-emitting and edge-emitting. The edge-
emitting geometry is similar to that of a laser, while the surface-emitting geometry allows light
to come out the top (or bottom). Its inexpensive fabrication and integration process makes
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the surface-emitting LED the most common type for inexpensive data communication; it will
be discussed first. The edge-emitting LEDs have a niche in their ability to couple with rea-
sonable efficiency into single-mode fibers. Both LED types can be modulated at bit rates up
to 622 Mb/s, an ATM standard, but many commercial LEDs have considerably smaller band-
widths.

Surface-Emitting LEDs

The geometry of a surface-emitting LED butt-coupled to a multimode graded index fiber is
shown Fig. 21a. The coupling efficiency is typically small, unless methods are employed to opti-
mize it. Because light is spontaneously emitted in all internal directions, only half of it is emitted
toward the top surface, so that often a mirror is provided to reflect back the downward-traveling
light. In addition, light emitted at too great an angle to the surface normal is totally internally
reflected back down and is lost. The critical angle for total internal reflection between the semi-
conductor of refractive index ns and the output medium (air or plastic encapsulant) of refractive
index no is given by sin θc = no/ns. Because the refractive index of GaAs is ns ∼ 3.3, the internal
critical angle with air is θc ∼ 18°. Even with encapsulation, the angle is only 27°. A butt-coupled
fiber can accept only spontaneous emission at those external angles that are smaller than its
numerical aperture. For a typical fiber NA ≈ 0.25, this corresponds to an external angle (in air)
of 14°, which corresponds to 4.4° inside the GaAs. This means that the cone of spontaneous
emission that can be accepted by the fiber is only ∼0.2 percent of the entire spontaneous emis-
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FIGURE 21 Cross-section of a typical GaAs light-emitting
diode (LED) structure: (a) surface-emitting LED aligned to a
multimode fiber, indicating the small fraction of spontaneous
emission that can be captured by the fiber; (b) energy of the
conduction band Ec and valence band Ev as a function of depth
through the LED under forward bias V, as well as the Fermi
energies that indicate the potential drop that the average elec-
tron sees.



sion. Fresnel reflection losses makes this number even smaller. Even including all angles, less
than 2 percent of the total internal spontaneous emission will come out the top surface of a pla-
nar LED.

The LED source is incoherent, a Lambertian emitter, and follows the law of imaging
optics: a lens can be used to reduce the angle of divergence of LED light, but will enlarge the
apparent source. The use of a collimating lens means that the LED source diameter must be
proportionally smaller than the fiber into which it is to be coupled. Unlike a laser, the LED
has no modal interference, and the output of a well-designed LED has a smooth Lambertian
intensity distribution that lends itself to imaging.

The coupling efficiency can be increased in a variety of ways, as shown in Fig. 22. The LED
can be encapsulated in materials such as plastic or epoxy, with direct attachment to a focusing
lens (Fig. 22a). Then the output cone angle will depend on the design of this encapsulating
lens; the finite size of the emitting aperture and resulting aberrations will be the limiting con-
sideration. In general, the user must know both the area of the emitting aperture and the
angular divergence in order to optimize coupling efficiency into a fiber. Typical commercially
available LEDs at 850 nm for fiber-optic applications have external half-angles of ∼25° with-
out a lens and ∼10° with a lens, suitable for butt-coupling to multimode fiber.

Additional improvement can be achieved by lensing the pigtailed fiber to increase its accep-
tance angle (Fig. 22b). An alternative is to place a microlens between the LED and the fiber
(Fig. 22c). Perhaps the most effective geometry for capturing light is the integrated domed sur-
face fabricated directly on the back side of an InP LED, as shown in Fig. 22d. Because the
refractive index of encapsulating plastic is <1.5, compared to 3.3 of the semi-conductor, only a
semiconductor dome can entirely eliminate total internal reflection. Integrated semiconductor
domes require advanced semiconductor fabrication technology, but have been proven effec-
tive. In GaAs diodes the substrate is absorptive, but etching a well and inserting a fiber can
serve to collect backside emission. For any of these geometries, improvement in efficiency of
as much as a factor of two can be obtained if a mirror is provided to reflect backward-emitted
light forward. This mirror can be either metal or a dielectric stack at the air-semiconductor
interface, or it can be a DBR mirror grown within the semiconductor structure.

Current must be confined to the surface area of emission, which is typically 25 to 75 µm in
diameter. This is done by constricting the flow of injection current by mesa etching or by using
an oxide-defined (reflective) electrode. Regrowth using npn blocking layers or semi-
insulating material in the surrounding areas (as in lasers) has the advantage of reducing ther-
mal heating. Surface-emitting LEDs require that light be emitted out of the surface in a
gaussian-like pattern; it must not be obscured by the contacting electrode. Typically, a highly
conductive cap layer brings the current in from a ring electrode; alternatively, when light is
collected out of the substrate side rather than the top side, electrical contact may be made to
the substrate.
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FIGURE 22 Typical geometries for coupling from LEDs into fibers: (a) hemispherical lens attached with
encapsulating plastic; (b) lensed fiber tip; (c) microlens aligned through use of an etched well; and (d) spherical
semiconductor surface formed on the substrate side of the LED.



Typical operating specifications for a surface-emitting LED at 1.3 µm pigtailed to a 62-µm
core graded index fiber might be 15 µW at 100 mA input current, for ∼0.02 percent effi-
ciency,31 with a modulation capability of 622 Mb/s. A factor of 2.5 times improvement in
power can be achieved with a comparable reduction in speed. The LEDs are typically placed
in lensed TO-18 cans, and a lens micromachined on the back of the InP die is used to achieve
this output coupling efficiency. At 1.55 µm, the specifications are for 7 times less power and 3
times less speed.

Recently, improved S-LED performance has been obtained by using resonant cavities to
reduce the linewidth and increase the bandwidth that can be transmitted through fibers.
These devices have integral mirrors grown above and below the active region that serve to
resonate the spontaneous emission. As such, they look very much like VCSELs below
threshold (Sec. 4.9).

Edge-Emitting LEDs

Edge-emitting LEDs (E-LEDs or EELEDs) have a geometry that is similar to that of a con-
ventional laser diode (Fig. 1), but without a feedback cavity. That is, light travels back and
forth in the plane of the active region of an E-LED and it is emitted out one anti-reflection
coated cleaved end. As in a laser, the active layer is 0.1 to 0.2 µm thick. Because the light in
an E-LED is waveguided in the out-of-plane dimension and is lambertian in-plane, the out-
put radiation pattern will be elliptical, with the largest divergence in-plane with a full width at
half-maximum (FWHM) angle of 120°. The out-of-plane guided direction typically radiates
with a 30° half-angle. An elliptical collimating lens will be needed to optimally couple light
into a fiber. The efficiency can be doubled by providing a reflector on the back facet of the 
E-LED, just as in the case of a laser.

Edge-emitting LEDs can be coupled into fibers with greater efficiency because their source
area is smaller than that of S-LEDs. However, the alignment and packaging is more cumber-
some than with S-LEDs. Typically, E-LEDs can be obtained already pigtailed to fibers. Edge-
emitting diodes can be coupled into single-mode fiber with modest efficiency. A single-mode
fiber pigtailed to an E-LED can typically transmit 30 µW at 150 mA drive at 1 V, for an over-
all efficiency of 0.04 percent. This efficiency is comparable to the emission of surface-emitting
lasers into multimode fiber with 50 times the area. Because of their wide emission wavelength
bandwidth, E-LEDs are typically used as low-coherence sources for fiber sensor applications,
rather than in communications applications.

Operating Characteristics of LEDs

In an LED, the output optical power Popt is linearly proportional to the drive current; the rela-
tion defines the output efficiency η:

Pout = (67)

This efficiency is strongly affected by the geometry of the LED. The power coupled into a fiber
is further reduced by the coupling efficiency between the LED emitter and the fiber, which
depends on the location, size, and numerical aperture of the fiber as well as on the spatial dis-
tribution of the LED output light and the optics of any intervening lens. The internal quantum
efficiency (ratio of emitted photons to incident electrons) is usually close to 100 percent.

Figure 23 shows a typical result for power coupled into a graded index multimode fiber as
a function of current for various temperatures. The nonlinearity in the light out versus cur-
rent, which is much less than in a laser diode, nevertheless causes some nonlinearity in the
modulation of LEDs. This LED nonlinearity arises both from material properties and device
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configuration; it may be made worse by ohmic heating at high drive currents. The residual
nonlinearity is an important characteristic of any LED used in communication systems. Edge
emitters are typically less linear because they operate nearer the amplified spontaneous limit.

There is ∼10 percent reduction in output power for a 25°C increase in temperature (com-
pared to ∼50 percent reduction for a typical laser). Unlike a laser, there is no temperature-
dependent threshold. Also, the geometric factors that determine the fraction of light emitted
from the LED are not temperature dependent. Nonetheless, the InP-based LEDs have a
stronger temperature dependence than GaAs-based LEDs, because of the larger presence of
nonradiative recombination, particularly at the high injection levels required by high-speed
LEDs.

The spectrum of the incoherent light emitted from an LED is roughly gaussian with a
FWHM around 40 nm in the case of a typical GaAs/AlGaAs LED operating around 0.8 µm.
This bandwidth, along with chromatic dispersion in graded index fibers, limits the distance
over which these LEDs can be used in fiber systems. InGaAsP/InP LEDs have wider
linewidths (due to alloy scattering, heavy doping, and temperature fluctuations), which depend
on the details of their design. As temperature increases, the peak of the spectrum shifts to
longer wavelength and the spectrum widens. The variation of the central wavelength with tem-
perature is ∼5 meV/°C. However, at 1.3 µm, graded index fibers have negligible chromatic dis-
persion, so this usually is not a problem; if it is, heat sinking and/or cooling can be provided.
Resonant cavity LEDs can provide narrower linewidths, but are more difficult to fabricate.

LEDs do not suffer from the catastrophic optical damage that lasers do, because of their
lower optical power densities. However, they do degrade with time. Lifetimes of 106 to 109

hours can be expected. Because degradation processes have an exponential dependence on
temperature, LED life can be shortened by operating at excessive temperatures. Using con-
cepts of thermally accelerated life testing, the power out P varies with time t as:

P(t) = P(0) exp (−qt) (68)

where q = qo exp (−Wa/kBT), with Wa as the activation energy, kB as Boltzman’s constant, and
T as temperature. In GaAs LEDs, Wa is 0.6 to 1 eV. Of course, this assumes that the LEDs are
placed in a proper electrical circuit.
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FIGURE 23 Optical power coupled from an InGaAsP S− LED into graded
index fiber at 1.3 µm wavelength as a function of drive current, for several tem-
peratures.32



LED light is typically unpolarized, since there is no preferred polarization for spontaneous
emission.

Transient Response

Most LEDs respond in times faster than 1 µs; with optimization, they can reach the nanosec-
ond response times needed for optical communication systems. To achieve the 125 Mb/s rate
of the fiber distributed data interface (FDDI) standard requires a maximum rise time and fall
time of 3.5 ns; to achieve the 622 Mb/s rate of the asynchronous transfer mode (ATM) stan-
dard, the necessary times drop to 0.7 ns.

The speed of an LED is limited by the lifetime of injected carriers; it does not have the
turn-on delay of lasers, nor any relaxation oscillations, but it also does not have the fast decay
of stimulated emission. The LED intrinsic frequency response (defined as the ratio of the AC
components of the emitted light to the current) is33:

r(ω) = (1 + ω2τ2)−1/2 (69)

where τ is the minority carrier lifetime in the injected region. It can be seen that high-speed
LEDs require small minority carrier lifetimes. The square-root dependence comes out of
solving the rate equations.

When the active region is doped more highly than the density of injected carriers (the low-
injection regime), the lifetime τL is determined by the background doping density No:

= BNo (70)

The lifetime decreases as the doping increases. The challenge is to provide high levels of dop-
ing without increasing the fraction of nonradiative recombination. The fastest speeds that are
usually obtained are ∼1 ns, although doping with beryllium (or carbon) at levels as high as 7 ×
1019 cm−3 has allowed speeds to increase to as much as 0.1 ns, resulting in a cutoff frequency of
1.7 GHz (at the sacrifice of some efficiency).34

When operating in the high-injection regime, the injected carrier density N can be much
larger than the doping density, and 1/τH = BN. But N is created by a current density J such that
N = Jτ/ed. Combining these two equations:

= � �
1/2

(71)

The recombination time may be reduced by thinning the active region and by increasing the
drive current. However, too much injection may lead to thermal problems, which in turn may
cause modulation nonlinearity. LEDs with thin active layers operated in the high-injection
regime will have the fastest response. Bandwidths in excess of 1 GHz have been achieved in
practical LEDs.

Because LEDs have such wide wavelength spectra, frequency chirping is negligible.
That is, LEDs cannot be modulated fast enough for their wavelengths to be affected by the
modulation. Because LEDs do not have optical cavities, as do lasers, they will not have
modal interference and noise. Also, there will not be strong feedback effects coming from
external fiber facets, such as the coherence collapse. Because of their inherent light-
current linearity, the modulation response of LEDs should be a direct measure of their fre-
quency response. They add no noise to the circuit, and they add distortion only at the
highest drive levels.
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Drive Circuitry and Packaging

The LED is operated under sufficient forward bias to flatten the bands of the pn junction. This
voltage depends on the bandgap and doping and is typically between 1 and 2 V. The current
will be converted directly to light; typically, ∼100 mA is required to produce a few milliwatts of
output, with a series resistor used to limit the current.

The LED is modulated by varying the drive current. A typical circuit might apply the sig-
nal to the base circuit of a transistor connected in series with the LED and a current-limiting
resistor. The variation in current flowing through the LED (and therefore in the light out) is
proportional to the input voltage in the base circuit. LEDs are typically mounted on standard
headers such as TO-18 or TO-46 cans; SMA and ST connectors are also used. The header is
covered by a metal cap with a clear glass top through which light can pass.

4.9 VERTICAL CAVITY SURFACE-EMITTING LASERS (VCSELS)

The vertical cavity surface-emitting laser (VCSEL) has advantages for low-cost data transmis-
sion. The use of a laser means that multigigahertz modulation is possible, and the stimulated
emission is directional, rather than the isotropic spontaneous emission of LEDs. Because the
light is emitted directly from the surface, single or multimode fiber can be directly butt-
coupled with an inexpensive mounting technology, and the coupling efficiency can be very
high. The VCSELs can also be fabricated in linear arrays that can be coupled inexpensively to
linear arrays of fibers for parallel fiber interconnects with aggregate bit rates of several giga-
bits per second, amortizing the alignment cost over the number of elements in the array.
VCSELs lend themselves to two-dimensional arrays as well, which makes them attractive to
use with smart pixels. The planar fabrication of VCSELs allows for wafer-scale testing,
another cost savings.

The VCSEL requires mirrors on the top and bottom of the active layer, forming a vertical
cavity, as shown in Fig. 24. These lasers utilize the fact that a DBR (multilayer quarter-
wavelength dielectric stack) can make a very high reflectance mirror. Thus, the very short
path length through a few quantum wells (at normal incidence to the plane) is sufficient to
reach threshold.
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FIGURE 24 One example of a vertical cavity surface emitting laser (VCSEL)
geometry. This is a passive antiguide region (PAR) VCSEL.35 Light is reflected up and
down through the active region by the two DBR mirrors. After the laser post is
etched, regrowth in the region outside the mesa provides a high-refractive-index
AlGaAsnipi region to stop current flow and to provide excess loss to higher-order
modes.



In the 1990s, the only commercial VCSELs were based on GaAs: either GaAs active
regions that emit at 850 nm, or strained InGaAs active regions that emit at 980 nm. The for-
mer are of greater interest in low-cost communication systems because they are compatible
with inexpensive silicon detectors. This section describes the design of VCSELs and some of
their key characteristics.

Number of Quantum Wells

A single quantum well of GaAs requires ∼100 A/cm2 to achieve transparency; N wells require
N times this current. To keep the threshold current less than 1 kA/cm2, then, means less than
10 QWs. The VCSEL provides an optical standing wave which, in GaAs, has a period of ∼120
nm. The gain region should be confined to the quarter-wavelength region at the peak of the
optical standing wave, a region of about 60 nm. Thus, a typical active region might consist of
3 QWs of 10 nm thickness, each separated by ∼10 nm. The lowest threshold VCSELs are sin-
gle quantum wells of InGaAs grown on GaAs, sacrificing power for threshold.

Mirror Reflectivity

When the mirror reflectivity R in a laser is very high, such that R = 1 − ε, a simple expression
for the threshold gain-length product GLL is

GLL = ε1ε2 (72)

Typical GaAs lasers have gains GL ∼ 1000 cm−1. For a quantum well thickness of 10 nm, the
gain per quantum well is 10−3 and reflectivities of ∼98 percent for each mirror should be suffi-
cient to achieve threshold for 3 QW. Very often, however, in order to lower the threshold
much higher reflectivities are used, particularly on the back mirror.

The on-resonance Bragg mirror reflectivity is the square of the reflection coefficient r,
given by:

r = (73)

where there are N pairs of quarter-wavelength layers that alternate high-index and low-index
(nh and nl, respectively), and nf and ni are the refractive index of the final and initial media,
respectively.36

For high-reflectance Bragg mirrors, the second term in the numerator and denominator is
small, and the reflectivity can be simplified to:

ε = 1 − R = 1 − r2 = 4 � �� �
2N

(74)

Higher reflectivity (smaller ε) is provided by either more layer pairs or a larger refractive
index difference between the two compositions in the layer pairs. Also, Eq. (74) shows that
internal mirrors (nf = ni) will have a smaller reflectivity than external mirrors (nf = 1) for the
same number of layer pairs. If the layer pair is GaAs (n ∼ 3.6) and AlAs (n ∼ 3.0), a mirror
consisting of 15 layer pairs will have an internal reflectivity R = 98 percent and external reflec-
tivity R = 99.5 percent. Thirty layer pairs will increase the internal mirror reflectivity to 99.96
percent. Bragg mirrors with a smaller fraction of AlAs in the low-index layers will require
more layer pairs to achieve the same reflectivity.

Some advanced technologies reduce the number of required layer pairs by selectively oxi-
dizing the AlAs layers to lower their refractive index to n ∼ 1.5. Using such techniques, reflec-
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tivities as high as 99.95 and 99.97 percent can be achieved from mirrors grown with only 7
interior pairs and 5 outside pairs, respectively; these mirrors can be used in VSCELs, but do
not easily conduct current.

Electrical Injection

There is difficulty in injecting carriers from the top electrode down through the Bragg reflec-
tor, even if it is n-doped, because the GaAs layers provide potential wells that trap carriers.
Furthermore, n-doping increases the optical loss in the mirrors. Possible solutions include
reducing the AlAs concentration to < 60 percent; using graded compositions rather than
abrupt layer pairs; using lateral carrier injection (which increases the operating voltage);
using a separately deposited dielectric mirror on top of a transparent electrode; or accepting
the high resistivity of the Bragg mirror and operating the laser at relatively high voltage.

The major issue for VCSELs, then, is to inject carriers efficiently, without resistive loss and
without carrier leakage. Because resistance in n-doped mirrors is less than in p-doped mirrors,
typically the top mirror is doped n-type and carrier injection comes from a top electrode.
Light is emitted through a window hole in this top electrode. Carrier injection into the active
region often requires rather high voltages because it may be difficult to drive carriers across
the Bragg mirrors. Transverse current injection typically requires even higher voltages,
although this method has been proven useful when highly conductive layers are grown just
above and below the active region.

Some VCSELs use GRINSCH structures (similar to the composition used in edge emit-
ters) to reduce the resistivity in the active region. Typical thresholds for VCSELs are about
3.5 V. Because the drive is limited by resistance, thresholds are typically given as voltages,
rather than currents.

Planar VCSELs of fairly large diameter (>10 µm) are straightforward to make, and are use-
ful when a low threshold is not required and multispatial mode is acceptable. Ion implantation
outside the VCSEL controls the current in this region; the light experiences gain guiding and
perhaps thermal lensing. Smaller diameters (3 to 10 µm) require etching mesas vertically
through the Bragg mirror in order to contain the laser light that tends to diffract away.

Higher injection efficiency is obtained by defining the active region through an oxide win-
dow just above the active layer. This uses a selective lateral oxidation process that can double
the maximum conversion efficiency to almost 60 percent. A high-aluminum fraction AlGaAs
layer (∼98 percent) is grown. A mesa is etched to below that layer. Then a long, soaking, wet-
oxidization process selectively creates a ring of native oxide that stops vertical carrier transport.
The chemical reaction moves in from the side of an etched pillar and is stopped when the
desired diameter is achieved. Such a current aperture confines current only where needed.
Threshold voltages of <6 V are common in diameters ∼12 µm. This geometry is shown in Fig. 25.
This oxide-defined current channel increases the efficiency, but tends to cause multiple trans-
verse modes due to relatively strong oxide-induced index guiding. Single-mode requirements
force the diameter to be very small (below 4 to 5 µm).

Spatial Characteristics of Emitted Light

Single transverse mode remains a challenge for VCSELs, particularly at the larger diameters.
When VCSELs are modulated, lateral spatial instabilities tend to set in, and spatial hole burn-
ing causes transverse modes to jump. This can introduce considerable modal noise in coupling
VCSEL light into fibers. Techniques for mode selection include incorporating a spatial filter,
using an antiguide structure where the losses are much higher for higher order modes, or
using sidewall scattering losses that are higher for higher-order modes. The requirement is
that the mode selective losses must be large enough to overcome the effects of spatial hole
burning.
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One approach to achieving single transverse mode output is to include a passive antiguide
region (PAR), the geometry shown in Fig. 24.35 The surrounding region has been etched and
the sides backfilled with material of higher refractive index. This provides an antiguide for the
laser, which has low loss only for the lowest order transverse mode. A single mode with a
FWHM mode size of 7.4 µm (which matches single-mode fibers) can be achieved at 2.4 times
threshold with VCSEL diameters of 15 µm. Current blocking outside the active area can be
achieved by regrowing an nipi-doped antiguide. Typical thresholds for such lasers are 2 V (at
3 mA). A single-mode output of 1.7 mW with an input of 6.6 mA was reported, with more
than 20 dB higher-order spatial mode suppression. Fixed polarization along one of the crystal
orientations was observed during single-mode operation and attributed to asymmetry intro-
duced in the etching and regrowth process. These structures have slightly higher thresholds
than other geometries, but offer single-mode operation.

Other low-cost means of confining current are either proton implantation or etching
mesas and then planarizing with polyimide. In both these cases, the regions surrounding the
mesa will have a lower refractive index, which will cause the VCSEL to be a real index guide,
which will tend toward multimode operation. This may introduce modal noise into fiber com-
munication systems.

When the QWs are composed of InGaAs, the VCSELs will emit at 980 nm, and they can
be designed to be bottom emitting, since the substrate is transparent. However, inexpensive
silicon detectors can no longer be used at this wavelength, so these VCSELs offer fewer
advantages in optical communication systems.

Light Out versus Current In

The VCSEL will, in general, have similar L-I performance to edge-emitting laser diodes, with
some small differences. Because the acceptance angle for the mode is higher than in edge-
emitting diodes, there will be more spontaneous emission, which will show up as a more
graceful turn-on of light out versus voltage in. As previously mentioned, the operating volt-
age is 2 to 3 times that of edge-emitting lasers. Thus, Eq. (8) must be modified to take into
account the operating voltage drop across the resistance R of the device. The operating power
efficiency is:
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FIGURE 25 Cross-sectional view of an oxidized GaAs VCSEL. An
AlGaAs layer with high aluminum content grown just above the active
region is chemically oxidized into AlxOy by a process that moves in from
the edge of the etched mesa with time. Controlling the oxidization rate
and time results in a suitable current aperture to obtain high conversion
efficiency.37



Peff = ηD (75)

Single-mode VCSELs of small diameter would typically have a 5 µm radius, a carrier injection
efficiency of 80 to 90 percent, an internal optical absorption loss αiL of 0.003, an optical scat-
tering loss of 0.001, and a net transmission through the front mirror of 0.005 to 0.0095. Carrier
losses reducing the quantum efficiency are typically due to spontaneous emission in the wells,
spontaneous emission in the barriers, Auger recombination, and carrier leakage.

Typical VCSELs designed for a compatibility with single-mode fiber incorporate an 8-µm
proton implantation window and 10-µm-diameter window in the top contact. Such diodes may
have threshold voltages of ∼3 V and threshold currents of a few milliamps. These lasers may emit
up to ∼2 mW maximum output power. Devices will operate in zero-order transverse spatial
mode with gaussian near-field profile when operated with DC drive current less than about
twice the threshold. Output optical powers in single mode as high as 4.4 mW have been reported.

When there is emission in more than one spatial mode, or with both polarizations, there
will usually be kinks in the L-I curve, as with multimode edge-emitting lasers.

Spectral Characteristics

Since the laser cavity is short, the longitudinal modes are much farther apart in wavelength,
typically δλ ∼ 50 nm, so only one longitudinal mode will appear, and there is longitudinal
mode purity. The problem is with spatial modes, since at higher power levels the laser does
not operate in a single spatial mode. Each spatial mode will have slightly different wave-
lengths, perhaps 0.01 to 0.02 nm apart. There is nothing in a typical VCSEL that selects a
given polarization state. Thus, the VCSEL tends to oscillate in both polarization states, also
with slightly different wavelengths.

When modulated, lateral spatial instabilities may set in, and spatial hole burning may
cause transverse modes to jump. This can cause spectral broadening. In addition, external
reflections can cause instabilities and increased relative intensity noise, just as in edge-
emitting lasers.38 For very short cavities, such as between the VCSEL and a butt-coupled fiber
(with ∼4 percent reflectivity), instabilities do not set in, but the output power can be affected
by the additional mirror, which forms a Fabry-Perot cavity with the output mirror and can
reduce or increase its effective reflectivity, depending on the round-trip phase difference.
When the external reflection comes from �1 cm away, bifurcations and chaos can be intro-
duced with a feedback parameter F > 10−4, where F = Ce �fext�, with Ce and fext as defined in the
discussion surrounding Eq. (45). For Ro = 0.995, Rext = 0.04, the feedback parameter F ∼ 10−3,
and instabilities can be observed if one is not careful about back-reflections.

Polarization

Most VCSELs exhibit linear but random polarization states, which may wander with time
(and temperature) and may have slightly different emission wavelengths. These unstable
polarization characteristics are due to the in-plane crystalline symmetry of the quantum wells
grown on (100) oriented substrates. Polarization-preserving VCSELs require breaking the
symmetry by introducing anisotropy in the optical gain or loss. Some polarization selection
may arise from an elliptical current aperture. The strongest polarization selectivity has come
from growth on (311) GaAs substrates, which causes anisotropic gain.

VCSELs at Other Wavelengths

Long-wavelength VCSELs at 1.3 and 1.55 µm have been limited by their poor high-
temperature characteristics and by the low reflectivity of InP/InGaAsP Bragg mirrors due to
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low index contrast between lattice-matched layers grown on InP. These problems have been
overcome by using the same InGaAsP/InP active layers as in edge-emitting lasers, but pro-
viding mirrors another way: dielectric mirrors, wafer fusion, or metamorphic Bragg reflectors.
Dielectric mirrors have limited thermal dissipation and require lateral injection, although car-
rier injection through a tunnel junction has shown promise. More success has been achieved
by wafer-fusing GaAs/AlGaAs Bragg mirrors (grown lattice-matched onto GaAs) to the InP
lasers. Wafer fusion occurs when pressing the two wafers together (after removing oxide off
their surfaces) at 15 atm and heating to 630°C under hydrogen for 20 min. Typically one side
will have an integrally grown InP/InGaAsP lattice-matched DBR (GaAlAsSb/AlAsSb mir-
rors also work). Mirrors can be wafer-fused on both sides of the VCSEL by etching away the
InP substrate and one of the GaAs substrates. An integrated fabrication technology involves
growing metamorphic GaAs/AlGaAs Bragg reflectors directly onto the InP structure. These
high-reflectivity mirrors, grown by molecular beam epitaxy, have a large lattice mismatch and
a high dislocation density. Nonetheless, because current injection is based on majority carri-
ers, these mirrors can still be conductive, with high enough reflectivity to enable promising
long-wavelength VCSELs.39

4.10 LITHIUM NIOBATE MODULATORS

The most direct way to create a modulated optical signal for communications applications is
to directly modulate the current driving the laser diode. However, as discussed in the sections
on lasers, this may cause turn-on delay, relaxation oscillation, mode-hopping, and/or chirping
of the optical wavelength. Therefore, an alternative often used is to operate the laser in a con-
tinuous manner and to place a modulator after the laser. This modulator turns the laser light
on and off without impacting the laser itself. The modulator can be butt-coupled directly to
the laser, located in the laser chip package and optically coupled by a microlens, or remotely
attached by means of a fiber pigtail between the laser and modulator.

Lithium niobate modulators have become one of the main technologies used for high-
speed modulation of continuous-wave (CW) diode lasers, particularly in applications (such as
cable television) where extremely linear modulation is required, or where chirp is to be
avoided at all costs. These modulators operate by the electro-optic effect, in which the applied
electric field changes the refractive index. Integrated optic waveguide modulators are fabri-
cated by diffusion into a lithium niobate substrate. The end faces are polished and butt-
coupled (or lens-coupled) to a single-mode fiber pigtail (or to the laser driver itself). This
section describes the electro-optic effect in lithium niobate, its use as a phase modulator and
an intensity modulator, considerations for high-speed operation, and the difficulties in
achieving polarization independence.40

The most commonly used modulator is the Y-branch interferometric modulator shown in
Fig. 26, discussed in a following subsection. The waveguides that are used for these modula-
tors are fabricated in lithium niobate either by diffusing titanium into the substrate from a
metallic titanium strip or by using ion exchange. The waveguide pattern is obtained by pho-
tolithography. The standard thermal indiffusion process takes place in air at 1050°C over 10
h. An 8-µm-wide strip of titanium 50 nm thick creates a fiber-compatible single mode at 1.3
µm. The process introduces ∼1.5 percent titanium at the surface, with a diffusion profile depth
of ∼4 µm. The result is a waveguide with increased extraordinary refractive index of 0.009 at
the surface. The ordinary refractive index change is ∼0.006. A typical modulator will use alu-
minum electrodes 2 cm long, etched on either side of the waveguides, with a gap of 10 µm.

In the case of ion exchange, the lithium niobate sample is immersed in a melt containing a
large proton concentration (typically benzoic acid or pyrophosphoric acid at >170°C), with
some areas protected from diffusion by masking; the lithium near the surface of the substrate
is replaced by protons, which increases the refractive index. The ion-exchange process
changes only the extraordinary polarization; that is, only light polarized parallel to the Z axis
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is waveguided. Thus, it is possible in lithium niobate to construct a polarization-independent
modulator with titanium indiffusion, but not with proton-exchange. Nonetheless, ion
exchange makes possible a much larger refractive index change (∼0.12), which provides more
flexibility in modulator design. Annealing after diffusion can reduce insertion loss and restore
the electro-optic effect. Interferometric modulators with moderate index changes (∆n < 0.02)
are insensitive to aging at temperatures of 95°C or below. Using higher index change devices,
or higher temperatures, may lead to some degradation with time. Tapered waveguides can be
fabricated easily by ion exchange for high coupling efficiency.41

Electro-Optic Effect

The electro-optic effect is the change in refractive index that occurs in a noncentrosymmetric
crystal in the presence of an applied electric field. The linear electro-optic effect is repre-
sented by a third-rank tensor. However, using symmetry rules it is sufficient to define a
reduced tensor rij, where i = 1 . . . 6 and j = x, y, z, denoted as 1, 2, 3. Then, the linear electro-
optic effect is traditionally expressed as a linear change in the inverse refractive index squared
(see Vol. II, Chap. 13 of this handbook):

∆� �
i
= 


j

rij Ej j = x, y, z (76)

where Ej is the component of the applied electric field in the jth direction. The applied elec-
tric field changes the index ellipsoid of the anisotropic crystal into a new form based on Eq.
(76):

a1x2 + a2y2 + a3z2 + 2a4yz + 2a5xz + 2a6xy = 1 (77)

where the diagonal elements are given by:
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FIGURE 26 Y-branch interferometric modulator in the “push-pull” configuration.
Center electrodes are grounded. Light is modulated by applying positive or negative
voltage to the outer electrodes.



and the cross terms are given by

a4 = ∆� �
4

a5 = ∆� �
5

a6 = ∆� �
6

The presence of cross terms indicates that the ellipsoid is rotated and the lengths of the prin-
cipal dielectric axes have changed.

Diagonalizing the ellipsoid of Eq. (77) will give the new axes and values. The general case
is treated in Vol. II, Chap. 13. In lithium niobate, the material of choice for electro-optic mod-
ulators, the equations are simplified because the only nonzero components and their magni-
tudes are42:

r33 = 31 × 10−12 m/V r13 = r23 = 8.6 × 10−12 m/V

r51 = r42 = 28 × 10−12 m/V r22 = −r12 = −r61 = 3.4 × 10−12 m/V

The crystal orientation is usually chosen so as to obtain the largest electro-optic effect.
This means that if the applied electric field is along Z, then light polarized along Z sees the
largest field-induced change in refractive index. Since ∆(1/n2)3 = ∆(1/nz)2 = r33Ez, performing
the difference gives

∆nz = − r33EzΓ (78)

We have included a filling factor Γ (also called an optical-electrical field overlap parameter) to
include the fact that the applied field may not be uniform as it overlaps the waveguide, result-
ing in an effective field that is somewhat less than 100 percent of the maximum field.

In the general case for the applied electric field along Z, the only terms in the index ellip-
soid will be ∆(1/n2)1 = r13Ez = ∆(1/n2)2 = r23Ez, and ∆(1/n2)3 = r33Ez. This means that the index
ellipsoid has not rotated, its axes have merely changed in length. Light polarized along any of
these axes will see a pure phase modulation. Because r33 is largest, polarizing the light along
Z and providing the applied field along Z will provide the largest phase modulation. Light
polarized along either X or Y will have the same (although smaller) index change, which
might be a better direction if polarization-independent modulation is desired. However, this
would require that light enter along Z, which is the direction in which the field is applied, so
it is not practical.

As another example, consider the applied electric field along Y. In this case the nonzero
terms are

∆� �
1

= r12Ey ∆� �
2

= r22Ey = −r12Ey ∆� �
4

= r42Ey (79)

It can be seen that now there is a YZ cross-term, coming from r42. Diagonalization of the per-
turbed index ellipsoid finds new principal axes, only slightly rotated about the Z axis. There-
fore, the principal refractive index changes are essentially along the X and Y axes, with the
same values as ∆(1/n2)1 and ∆(1/n2)2 in Eq. (79). If light enters along the Z axis without a field
applied, both polarizations (X and Y) see an ordinary refractive index. With a field applied,
both polarizations experience the same phase change (but opposite sign). We later describe
an interferometric modulator that does not depend on the sign of the phase change. This
modulator is polarization independent, using this crystal and applied-field orientation, at the
expense of operating at somewhat higher voltages, because r22 < r33.

Since lithium niobate is an insulator, the direction of the applied field in the material
depends on how the electrodes are applied. Fig. 27 shows a simple phase modulator. Elec-
trodes that straddle the modulator provide an in-plane field as the field lines intersect the
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waveguide, as shown in Fig. 27b. This requires the modulator to be Y-cut LiNbO3 (the Y axis
is normal to the wafer plane), with the field lines along the Z direction; X-cut LiNbO3 will per-
form similarly. Figure 27c shows a modulator in Z-cut LiNbO3. In this case, the electrode is
placed over the waveguide, with the electric field extending downward through the wave-
guide (along the Z direction). The field lines will come up at a second, more distant electrode.
In either case, the field may be fringing and nonuniform, which is why the filling factor Γ has
been introduced.

Phase Modulation

Phase modulation is achieved by applying a field to one of the geometries shown in Figure 27.
The field is roughly V/G, where G is the gap between the two electrodes. For an electrode
length L, the phase shift is:

∆φ = ∆nzkL = − r33 � � Γ kL (80)

The refractive index for bulk LiNbO3 is given by43:
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FIGURE 27 (a) Geometry for phase modulation in
lithium niobate with electrodes straddling the channel
waveguide. (b) End view of (a), showing how the field in the
channel is parallel to the surface. (c) End view of a geome-
try placing one electrode over the channel, showing how the
field in the channel is essentially normal to the surface.



Inserting numbers for a wavelength of 1.55 µm, no = 2.21. When G = 10 µm and V = 5 V, a π
phase shift is expected in a length L ∼ 1 cm.

It can be seen from Eq. (80) that the electro-optic phase shift depends on the product of
the length and voltage. Longer modulators can use smaller voltages to achieve π phase shift.
Shorter modulators require higher voltages. Thus, phase modulators typically use the product
of the voltage required to reach π times the length as the figure of merit. The modulator just
discussed has a 5 V ⋅ cm figure of merit.

The electro-optic phase shift has a few direct uses, such as providing a frequency shifter
(since ∂φ/∂t ∝ ν). However, in communication systems this phase shift is generally used in an
interferometric configuration to provide intensity modulation, discussed next.

Y-Branch Interferometric (Mach-Zehnder) Modulator

The interferometric modulator is shown schematically in Fig. 26. This geometry allows wave-
guided light from the two branches to interfere, forming the basis of an intensity modulator.
The amount of interference is tunable by providing a relative phase shift on one arm with
respect to the other. Light entering a single-mode waveguide is equally divided into the two
branches at the Y junction, initially with zero relative phase difference. The guided light then
enters the two arms of the waveguide interferometer, which are sufficiently separated that
there is no coupling between them. If no voltage is applied to the electrodes, and the arms are
exactly the same length, the two guided beams arrive at the second Y junction in phase and
enter the output single-mode waveguide in phase. Except for small radiation losses, the out-
put is equal in intensity to the input. However, if a π phase difference is introduced between
the two beams via the electro-optic effect, the combined beam has a lateral amplitude profile
of odd spatial symmetry. This is a second-order mode and is not supported in a single-mode
waveguide. The light is thus forced to radiate into the substrate and is lost. In this way, the
device operates as an electrically driven optical intensity on-off modulator. Assuming per-
fectly equal splitting and combining, the fraction of light transmitted is:

η = �cos � ��
2

(81)

where ∆φ is the difference in phase experienced by the light in the different arms of the inter-
ferometer: ∆φ = ∆n kL, where k = 2π/λ, ∆n is the difference in refractive index between the
two arms, and L is the path length of the refractive index difference. The voltage at which the
transmission goes to zero (∆φ = π) is usually called Vπ. By operating in a push-pull manner,
with the index change increasing in one arm and decreasing in the other, the index difference
∆n is twice the index change in either arm. This halves the required voltage.

Note that the transmitted light is periodic in phase difference (and therefore voltage). The
response depends only on the integrated phase shift and not on the details of its spatial evo-
lution. Therefore, nonuniformities in the electro-optically induced index change that may
occur along the interferometer arms do not affect the extinction ratio. This property has made
the interferometric modulator the device of choice in communications applications.

For analog applications, where linear modulation is required, the modulator is prebiased
to the quarter-wave point (at voltage Vb = π/2), and the transmission efficiency becomes lin-
ear in V − Vb (for moderate excursions):

η = �1 + sin � ≈ + (82)

The electro-optic effect depends on the polarization. For the electrode configuration
shown here, the applied field is in the plane of the lithium niobate wafer, and the polarization
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of the light to be modulated must also be in that plane. This will be the case if a TE-polarized
semiconductor laser is butt-coupled (or lens-coupled) with the plane of its active region par-
allel to the lithium niobate wafer, and if the wafer is Y-cut. Polarization-independent modula-
tion requires a different orientation, to be described later. First, however, we discuss the
electrode requirements for high-speed modulation.

High-Speed Operation

The optimal modulator electrode design depends on how the modulator is to be driven.
Because the electrode is on the order of 1 cm long, the fastest devices require traveling wave
electrodes rather than lumped electrodes. Lower-speed modulators use lumped electrodes, in
which the modulator is driven as a capacitor terminated in a parallel resistor matched to the
impedance of the source line. The modulation speed depends primarily on the RC time con-
stant determined by the electrode capacitance and the terminating resistance. To a smaller
extent, the speed also depends on the resistivity of the electrode itself. The capacitance per
unit length is a critical design parameter. This depends on the material dielectric constant and
the electrode gap-to-width ratio G/W. The capacitance-to-length ratio decreases and the
bandwidth-length product increases essentially logarithmically with increasing G/W. At 
G/W = 1, C/L = 2.3 pF/cm and ∆fRCL = 2.5 GHz ⋅ cm. The tradeoff is between large G/W to
reduce capacitance and a small G/W to reduce drive voltage and electrode resistance. The
ultimate speed of lumped electrode devices is limited by the electric transit time, with a band-
width-length product of 2.2 GHz ⋅ cm. The way to achieve higher speed modulation is to use
traveling wave electrodes.

The traveling wave electrode is a miniature transmission line. Ideally, the impedance of this
coplanar line is matched to the electrical drive line and is terminated in its characteristic
impedance. In this case, the modulator bandwidth is determined by the difference in velocity
between the optical and electrical signals (velocity mismatch or walk-off), and any electrical
propagation loss. Because of competing requirements between a small gap to reduce drive
voltage and a wide electrode width to reduce RF losses, as well as reflections at any impedance
transition, there are subtle trade-offs that must be considered in designing traveling-wave
devices.

Lithium niobate modulators that operate at frequencies out to 8 GHz at 1.55 µm wave-
length are commercially available, with operating voltages of <4 V.44 Typical modulators have
<5 dB insertion loss and >20 dB extinction ratio. To operate near quadrature, which is the lin-
ear modulation point, a bias voltage of ∼10 V is required. Direct coupling from a laser or
polarization-maintaining fiber is required, since these modulators are not independent of
polarization. Traveling wave modulators operating well beyond 20 GHz have been reported
in the research literature.

Insertion Loss

Modulator insertion loss can be due to Fresnel reflection at the lithium niobate–air interfaces,
which can be reduced by using antireflection coatings or index matching (which only helps,
but does not eliminate this loss, because of the very high refractive index of lithium niobate).
The other cause of insertion loss is mode mismatch. The diffusion process must make a deep
waveguide. Typically, the waveguide will be 9 µm wide and 5 µm deep. While the in-plane
mode can be gaussian and can match well to the fiber mode, the out-of-plane mode tends to
be asymmetric, and its depth must be carefully optimized. In an optimized modulator, the
coupling loss per face is about 0.35 dB and the propagation loss is about 0.3 dB/cm. This result
includes a residual index-matched Fresnel loss of 0.12 dB.
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Misalignment can also cause insertion loss. An offset of 2 µm typically increases the cou-
pling loss by 0.25 dB. The angular misalignment must be maintained below 0.5° in order to
keep the excess loss below 0.25 dB.40

Propagation loss comes about from absorption, metallic overlay, scattering from the volume
or surface, bend loss, and excess loss in the Y-branches. Absorption loss at 1.3- and 1.55-µm
wavelengths appears to be <0.1 dB/cm. Bend loss can be large, unless any curvature of guides is
small. The attenuation coefficient in a bend has the form:

α = C1 exp (−C2R) (83)

where C1 = 15 mm−1 and C2 = 0.4 mm−1 in titanium indiffused lithium niobate, at wavelengths
around 1.3 to 1.5 µm. This means that a 5-mm-long section of constant radius 20 mm will
introduce only 0.1 dB of excess loss.45

A final source of loss in Y-branches is excess radiation introduced by sharp transitions.
These branches must be fabricated carefully to avoid such losses, since the tolerances on
waveguide roughness are critically small.

Polarization Independence

As previously shown, if the light is incident along the Z axis and the field is along the Y axis,
then light polarized along X and Y experience the same phase shift, but opposite signs. An 
X-cut crystal, with an in-plane field along Y, therefore, provides polarization-independent
interferometric modulation at the sacrifice of somewhat higher half-wave voltage (e.g., 17
V).46 Because of the difficulty of achieving exactly reproducible lengths in the two arms of the
Y-branch interferometer, it has been found useful to do a postfabrication phase correction
using laser ablation.

Photorefractivity and Optical Damage

Lithium niobate exhibits photorefractivity, also called optical damage when it is a nuisance.
This phenomenon is a change in refractive index as a result of photoconduction originating in
weak absorption by deep traps and a subsequent redistribution of charges within the lithium
niobate. Because the photoconductive crystal is electro-optic, the change in electric field
resulting from charge motion shows up as a change in refractive index, altering the phase shift
as well as the waveguiding properties. While photorefractivity seriously limits the perfor-
mance of lithium niobate modulators at shorter wavelengths (even at 850 nm),47 it is not a
serious concern at 1.3 and 1.55 µm.

However, partial screening by photocarriers may cause a drift in the required bias voltage
of modulators, and systems designers may need to be sensitive to this.

Delta-Beta Reversal Modulators

Early designs for modulators used a configuration entitled the delta-beta reversal modulator.
This is based on the concept of the directional coupler. When two parallel waveguides are sit-
uated close enough that their evanescent fields overlap, light couples between them. If they
are identical, light can oscillate completely between them, similar to the coupling of energy
between two coupled pendula. When they are not identical, the coupling occurs more rapidly,
and there is not complete transfer of energy between the two guides. A modulator can be
built, then, by using a field applied to one guide to destroy their synchronicity and therefore
their coupling.48 This has not proven to be practical, however, both because of fabrication dif-
ficulties and because of residual effects due to photorefractivity. These modulators are not
discussed further here.
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4.11 ELECTROABSORPTION MODULATORS FOR FIBER-OPTIC
SYSTEMS

When modulators are composed of III-V semiconductors, they can be integrated directly on the
same chip as the laser, or placed external to the laser chip. External modulators may be butt-
coupled to the laser, coupled by means of a microlens, or coupled by means of a fiber pigtail.

Electroabsorption. Semiconductor modulators typically use electroabsorption, the electric
field dependence of the absorption near the band edge of a semiconductor. Electroabsorption
is particularly strong in quantum wells (QWs), where it is called the quantum-confined Stark
effect (QCSE). An example of the frequency dependence of the QCSE is shown in Fig. 28.
The absorption spectrum of QWs exhibits a peak at the exciton resonance. When a field is
applied, the exciton resonance moves to longer wavelengths, becomes weaker, and broadens.
This means that the absorption increases with field on the long-wavelength side, as the exci-
ton resonance moves to longer wavelengths. At wavelengths closer to the exciton resonance,
the absorption will first increase with field, then plateau, and finally decrease, as the field con-
tinues to grow. At wavelengths shorter than the zero-field exciton resonance, the absorption
will decrease with increasing field, as the resonance moves to longer wavelengths.

While electroabsorption in QWs is much larger than in bulk, due to the sharpness of the
excitonic-enhanced absorption edge, the useful absorption change must be multiplied by the
filling factor of the QW in the waveguide, which reduces its effective magnitude. Under some
conditions, electroabsorption near the band edge in bulk semiconductors (typically called the
Franz-Keldysh effect) may also be useful in electroabsorption modulators.
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FIGURE 28 Spectrum of quantum-confined Stark effect (QCSE) in InAsP/InP strained
MQWs. The absorption changes with applied field.49



Waveguide Modulators. When light traverses a length of QW material, the transmission
will be a function of applied voltage. An electroabsorption modulator consists of a length of
waveguide containing QWs. The waveguide is necessary to confine the light to the QW region
so that it does not diffract away. Thus, low-refractive-index layers must surround the layer
containing the QWs. Discrete electroabsorption modulators are typically made by using
geometries very similar to those of edge-emitting lasers (Fig. 1). They are cleaved, antireflec-
tion coated and then butt-coupled to the laser chip. They are operated by a reverse bias,
rather than the forward bias of a laser. Alternatively, the modulator is integrated on the laser
chip, with the electroabsorption modulator region following a DFB or DBR laser in the opti-
cal train, as shown in Fig. 29. This figure shows the simplest electroabsorption modulator, with
the same MQW composition as the DFB laser. This ridge waveguide device has been demon-
strated with a 3-dB bandwidth of 30 GHz. The on-off contrast ratio is 12.5 dB for a 3-V drive
voltage in a 90-µm-long modulator.50 The use of the same QW is possible by setting the grat-
ing that determines the laser wavelength to well below the exciton resonance. Because of the
inherently wide gain spectrum exhibited by strained layer MQWs, this detuning is possible for
the laser and allows it to operate in the optimal wavelength region for the electroabsorption
modulator.

Other integrated electroabsorption modulators use a QW composition in the electro-
absorption region that is different from that of the laser medium. Techniques for integration
are discussed later.
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FIGURE 29 (a) Geometry for a channel electroabsorption mod-
ulator (foreground) integrated on the same chip with a DFB laser
(background, under the Bragg mirror). (b) Side view, showing how
the same MQW active layer can be used under forward bias with a
grating to provide a DFB laser, and in a separate region under
reverse bias for modulation, with the two regions electrically sepa-
rated by proton implantation.50
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Intensity Modulation by Electroabsorption

In an electroabsorption waveguide modulator of length L, where the absorption is a func-
tion of applied field E, the transmission is a function of field: T(E) = exp [−α(E)L], where
α is the absorption per unit length, averaging the QW absorption over the entire wave-
guide. (That is, α is the QW absorption multiplied by the filling factor of the QW in the
waveguide.) Performance is usually characterized by two quantities: insertion loss (through-
put at high transmission) and contrast ratio (ratio of high transmission to low transmission).
Assume that the loss in the QW, initially at low value α−, increases by δα. The contrast ratio
is given by:

CR � = exp (δαL). (84)

The insertion loss is given by

A � 1 − Thigh = 1 − exp (−α−L) ≈ α−L (85)

A long path length L means a high contrast ratio but also a large insertion loss and large
capacitance, which results in a slower speed. Choosing the most practical length for any given
application requires trading off the contrast ratio against insertion loss and speed.

To keep a moderate insertion loss, waveguide lengths should be chosen so that L ≈ 1/α−.
This sets the contrast ratio as

CR = exp � �
The contrast ratio depends on the ratio of the change in absorption to the absorption in the
low-loss state; this fact is used to design the QW composition and dimensions relative to the
wavelength of operation. In general, the contrast ratio improves farther from the band edge,
but the maximum absorption is smaller there, so the modulator must be longer, which
increases its capacitance, decreases its speed, and increases its loss. Contrast ratios may reach
10/1 or more with <2 V applied for optimized electroabsorption modulators. The contrast
ratio does not depend on the filling factor of the QW in the waveguide, but the required
length L does. Since high-speed modulators require small capacitance and small length, the
filling factor should be as high as possible.

Waveguide modulators are used at wavelengths where the absorption is not too large, well
below the band edge. In this wavelength region, electroabsorption at a fixed wavelength can
be modeled by a pure quadratic dependence on field. Thus:

α(E) ≈ αo + α2E2 (86)

where α2 will typically depend on the wavelength, the QW and barrier dimensions and com-
position, and the waveguide filling factor. Intimately connected with this change in absorption
is a change in refractive index with a similar field dependence:

δn(E) ≈ n2E2 (87)

where n2 is also strongly dependent on wavelength. Both electroabsorption and electro-
refraction are about an order of magnitude larger in QWs than in bulk material. Specific numer-
ical values depend on the detailed design, but typical values are on the order of αo ∼ 100 cm−1,
δα ∼ 1000 cm−1, L ∼ 200 µm for 2 V applied across an i region 2.5 µm thick, for a field of ∼10
kV/cm. This means α2 ∼ 2 × 10−5 cm/V2. Also, n2 ∼ 2 × 10−11 V−2.
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Applying a Field in a Semiconductor

The electric field is usually applied by reverse biasing a pin junction. The electric field is sup-
ported by the semiconductor depletion region that exists within a pin junction, or at a metal-
semiconductor junction (Schottky barrier). Charge carrier depletion in the n and p regions
may play a role in determining the electric field across thin intrinsic regions. Taking this into
account while assuming an undoped i region, the electric field across the i region of an ideally
abrupt pin junction is given by51:

E = (88)

where Nd is the (donor) doping density in the n region, Na is the (acceptor) doping density in
the p region, e is the elementary charge, ε is the dielectric constant, di is the thickness of the
intrinsic region, and Vtot is the sum of the applied and built-in field (defined positive for
reverse bias). When the n and p regions are highly doped and the i region is undoped, most of
the voltage is dropped across the i region. When di is sufficiently large, the square root can be
approximated, the di terms in the numerator cancel, and Eq. (88) becomes:

E = �1 − � (89)

which, to lowest order, is just the field across a capacitor of thickness di. For a typical applied
voltage of 5 V and di = 0.25 µm, with Na = 1018 cm−3 and Nd = 1018 cm−3, E = 2 × 105 V/cm. How
much absorption and refractive index change this results in depends on wavelength and, of
course, material design.

Integrating the Modulator

Stripe-geometry modulators can be cleaved from a wafer, antireflection coated, and butt-
coupled to either a laser or a fiber pigtail. Typical insertion losses may be ∼10 dB. Or, the mod-
ulator may be monolithically integrated with the laser. A portion of the same epitaxial layer
grown for the laser active region can be used as an electroabsorption modulator by providing
a separate contact and applying a reverse bias. When such a modulator is placed inside the
laser cavity, a multielement laser results that can have interesting switching properties, includ-
ing wavelength tunability. When the electroabsorption modulator is placed outside the laser
cavity, it is necessary to operate an electroabsorption modulator at wavelengths well below
the band edge. Then, the modulator region must have a higher energy bandgap than the laser
medium. Otherwise, the incident light will be absorbed, creating free electron-hole pairs that
will move to screen the applied field and ruin the modulator.

The integration of an electroabsorption modulator, therefore, usually requires that the
light traverse some portion of the sample that has a different bandgap from that of the laser
region. Four techniques have been developed: etching and regrowth, vertical coupling
between layers, selective area epitaxy, and postgrowth well and barrier intermixing.

Etching and Regrowth. Typically, a first set of epitaxial layers is grown everywhere, which
includes the laser structure up through the QW layer. Then the QW layer is etched away from
the regions where it is not needed. The structure is then overgrown everywhere with the same
upper cladding layers. This typically results in a bulk electroabsorption modulator, consisting
of laser cladding material. A more complex fabrication process might mask the laser region
during the regrowth process and grow a different QW composition that would provide an
integrated butt-coupled modulator for the DFB (or DBR) QW laser.
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Vertical Coupling Between Layers. This approach makes it possible to use a QW modula-
tor as well as a QW laser, with a different QW composition in each. Two sets of QWs can be
grown one on top of the other and the structures can be designed so that light couples verti-
cally from one layer to the other, using, for example, grating assisted coupling. This may
involve photolithographically defining a grating followed by a regrowth of cladding layers,
depending on the design.

Selective Area Epitaxy. Growth on a patterned substrate allows the width of the QWs to be
varied across the wafer during a single growth. The substrate is usually coated with a SiO2

mask in which slots are opened. Under a precise set of growth conditions no growth takes
place on top of the dielectric, but surface migration of the group III species (indium) can take
place for some distance across the mask to the nearest opening. The growth rate in the
opened area depends on the width of the opening and the patterning on the mask. Another
approach is epitaxial growth on faceted mesas, making use of the different surface diffusion
lengths of deposited atomic species on different crystal facets.

Well and Barrier Intermixing. The bandgap of a QW structure can be modified after
growth by intermixing the well and barrier materials to form an alloy. This causes a rounding
of the initially square QW bandgap profile and, in general, results in an increase of the
bandgap energy. This provides a way to fabricate lasers and bandgap-shifted QCSE modula-
tors using only one epitaxial step. Intermixing is greatly enhanced by the presence of impu-
rities or defects in the vicinity of the QW interfaces. Then the bandgap is modified using
impurity induced disordering, laser beam induced disordering, impurity-free vacancy diffu-
sion, or ion implantation enhanced interdiffusion. The challenge is to ensure that the elec-
trical quality of the pin junction remains after interdiffusion; sometimes regrowth of a top p
layer helps.52

Operating Characteristics

In addition to contrast ratio, insertion loss, and required voltage, the performance of elec-
troabsorption modulators depends on speed, chirp, polarization dependence, optical power-
handling capabilities, and linearity. These factors all depend on the wavelength of operation,
the materials, the presence of strain, the QW and waveguide geometry, and the device design.
There will be extensive trade-offs that must be considered to achieve the best possible opera-
tion for a given application. Modulators will differ, depending on the laser and the proposed
applications.

Chirp. Because a change in refractive index is simultaneous with any absorption change,
electroabsorption modulators, in general, exhibit chirp (frequency broadening due to the
time-varying refractive index, also observed in modulated lasers), which can seriously limit
their usefulness. As with semiconductor lasers, the figure of merit is:

β = ko (90)

Unlike with lasers, however, there are particular wavelengths of sizable absorption change at
which δn = 0. Studies have shown that these nulls in index change can be positioned where δα
is large by using coupled quantum wells (CQWs).53 These structures provide two, three, or
more wells so closely spaced that the electron wave functions overlap between them. If
desired, several sets of these CQWs may be used in a single waveguide, if they are separated
by large enough barriers that they do not interact. Chirp-free design is an important aspect of
electroabsorption modulators.

δn
�
δα
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On the other hand, since the chirp can be controlled in electroabsorption modulators,
there are conditions under which it is advantageous to provide a negative chirp to cancel out
the positive chirp introduced by fibers. This allows 1.55-µm laser pulses to travel down normal
dispensive fiber (zero material dispersion at 1.3 µm wavelength) without the pulses unduly
spreading.

Polarization Dependence. In general, the quantum-confined Stark effect is strongly polar-
ization dependent, although there may be specific wavelengths at which TE and TM polar-
ized light experience the same values of electroabsorption (and/or electrorefraction). It turns
out that polarization-independent modulation is more readily achieved by using strained
QWs. In addition, the contrast ratio of electroabsorption change at long wavelengths can be
improved by using strained QWs.

Optical Power Dependence. During the process of electroabsorption, the modulators can
absorb some of the incident light. This will create electron-hole pairs. If these electron-hole
pairs remain in the QWs, at high optical powers they will introduce a free carrier plasma field
that can screen the exciton resonance. This broadens the absorption spectrum and reduces the
contrast ratio. In some cases, electroabsorption modulators operating at the band edge of
bulk semiconductors (the Franz-Keldysh effect) may be able to operate with higher laser
power. A common approach is to use shallow QWs, so that the electrons and holes may
escape easily.

Even when the electron-hole pairs created by absorption escape the QWs, they will move
across the junction to screen the applied fields. This will tend to reduce the applied field, and
the performance will depend on the magnitude of absorbed light. Photogenerated carriers
must also be removed, or they will slow down the modulator’s response time. Carriers may be
removed by leakage currents in the electrodes or by recombination.

Built-in Bias. Because pin junctions have built-in fields, even at zero applied voltage, electro-
absorption modulators have a prebias. Some applications use a small forward bias to achieve
even larger modulation depths. However, the large forward current resulting from the for-
ward bias limits the usefulness of this approach. There are, at present, some research
approaches to remove the internal fields using an internal strain-induced piezoelectric effect
to offset the pn junction intrinsic field.

Advanced Concepts for Electroabsorption in QWs

Coupled QWs offer the possibility of chirp control, and strained QWs offer the possibility of
polarization independence, as previously explained. Adding these degrees of freedom to elec-
troabsorption modulator design has been crucial in obtaining the highest performance
devices.

High-performance Discrete Electroabsorption Modulators. A discrete modulator at 1.3 µm
uses compressively strained InAsP wells grown on InP with InGaP barriers that are under ten-
sile stress for strain compensation. High-speed operation with 3-dB bandwidth of >10 GHz and
operating voltage of <2 V has been reported with a 20-dB on-off ratio.54 The electroabsorptive
layer contained five QWs, each 11 nm thick. The waveguide was an etched high-mesa struc-
ture 3 µm wide and 200 µm long. A modulator had a 10-dB insertion loss, and the measured
electroabsorptive figure of merit was δα/α− = 10/1.

A discrete modulator at 1.55 µm planned for polarization insensitivity and capable of han-
dling high optical powers was designed with two strongly coupled tensilely strained QWs.55 An
8-dB extinction ratio at 1.5-V drive voltage with a 3-dB bandwidth of 20 GHz was reported for
average optical powers as high as 20 mW. Two InGaAs wells 5 nm thick with a 0.5-nm
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InGaAlAs barrier between them were grown in pairs, with 9-nm barriers separating each pair.
A total of 13 pairs of wells were grown and etched to form ridge waveguides 3 µm wide.

High-Performance Integrated Electroabsorption Modulators. When an electroabsorption
modulator is integrated with a DFB laser, strain is not required because polarization insensi-
tivity is not needed. Selective epitaxy has been used to grow a 200-µm-long modulator region
consisting of lattice-matched quaternary wells ∼5 nm in width. The reported extinction ratio
was >13 dB at 1.5 V, with output powers in the on state of >4 mW, at a current of 100 mA.56

A two-step growth procedure provided a butt joint between a modulator and a DFB laser.
Compressively strained wells were used to reduce the potential well that the hole sees, speed-
ing the device.57 Providing 3 V to a 200-µm-long modulator reduced the DFB laser output
from 25 mW to 1 mW, for a 25/1 extinction ratio. The 3-dB bandwidth was 15 GHz. While
there was a condition of zero chirp at −2 V, biasing to a regime of negative chirp allowed can-
cellation of the chromatic dispersion of fiber at the 1.55-µm laser wavelength. As a result, 10
Gb/s non-return-to-zero (NRZ) transmission was demonstrated over 60 km of standard fiber.

Wannier Stark Localization. A variation on the quantum-confined Stark effect uses an
array of closely coupled quantum wells, which exhibit Wannier Stark localization (WSL).
Because of the close spacing of the QWs, in the absence of a field, the electron wave function
is free to travel across all wells, creating a miniband. When a field is applied, the wells decou-
ple, and the electrons localize within individual wells. This removes the miniband, sharpening
the absorption spectrum and creating a decrease in absorption below the band edge.58

Electron Transfer Modulators. A large absorption change can be created by filling the
states near the edge of the semiconductor bands with electrons (or holes). This filling requires
free carriers to be injected into the optical modulator. Quantum wells enhance the magnitude
of this absorption change. Using applied voltage to transfer electrons from a reservoir across
a barrier into a QW produces an effective long-wavelength modulator, termed a barrier, reser-
voir, and quantum well electron transfer (BRAQWET) modulator.59 By changing the bias
across the device, the bound states of the QW are moved above and below the Fermi level
fixed by the electron reservoir. These states are then emptied or filled by a transfer of elec-
trons to or from the reservoir region. Optical modulation is achieved due to state filling and
by carrier screening of the coulombic interaction between the electrons and holes in the QW.
The combined effects reduce the absorption as the QW fills with electrons. Since electron
transfer across the spacer is a very fast process, these modulators can have high modulation
speeds, demonstrated at almost 6 GHz.

4.12 ELECTRO-OPTIC AND ELECTROREFRACTIVE
SEMICONDUCTOR MODULATORS

Some semiconductor modulators are based on phase modulation that is converted to ampli-
tude modulation by using a Mach-Zehnder interferometer, in the same manner as discussed
in Sec. 4.10. Such modulators can be integrated on the same substrate as the laser, but do not
have the chirp issues that electroabsorption modulators exhibit.

Electro-Optic Effect in Semiconductors

The III-V semiconductors are electro-optic. Although they are not initially anisotropic, they
become so when an electric field is applied, and so they can be used as phase modulators.
Referring to the discussion of the electro-optic effect in Sec. 4.10 for definitions, the GaAs

SOURCES, MODULATORS, AND DETECTORS FOR FIBER-OPTIC COMMUNICATION SYSTEMS 4.63



electro-optic coefficients have only one nonzero term: r41 = r52 = r63 = 1.4 × 10−12 m/V. Crystals
are typically grown on the (001) face, with the Z axis normal to the surface. This means that
the field is usually applied along Z. The only electro-optically induced index change will be
∆(1/n2)4 = r41Ez. Inserting this into the equation for the index ellipsoid, the electric field causes
a rotation of the index ellipsoid around Z. Performing the diagonalization shows that the new
values of the index ellipsoid are: 1/n2

x′ = 1/n2
o + r41Ez and 1/n2

y ′ = 1/n2
o − r41Ez. These axes are at

45° to the crystal axes.
Performing the differential gives the refractive index changes at 45° to crystal axes:

nx′ = no + r41Ez and ny′ = no − r41Ez. (91)

The direction of these new optic axes (45° to the crystal axes) turns out to be in the direction
that the zincblende material cleaves. Thus, TE-polarized light traveling down a waveguide
normal to a cleave experiences the index change shown here. Light polarized along Z will not
see any index change. Depending on whether light is polarized along X′ or Y ′, the index will
increase or decrease.60

With an electro-optic coefficient of r41 = 1.4 × 10−10 cm/V, in a field of 10 kV/cm (2 V across
2 µm), and since no = 3.3, the index change for the TE polarization in GaAs will be 2.5 × 10−5.
The index change in InP-based materials is comparable. The phase shift in a sample of length
L is ∆nkL. At 1-µm wavelength, this will require a sample of length 1 cm to achieve a π phase
shift, so that the voltage-length product for electro-optic GaAs (or other semiconductor) will
be ∼20 V⋅mm. Practical devices require larger refractive index changes, which can be achieved
by using quantum wells and choosing the exciton resonance at a shorter wavelength than that
of the light to be modulated. These wells have an electrorefractive effect.

Electrorefraction in Semiconductors

Near the band edge in semiconductors, the change in refractive index with applied field can be
particularly large, especially in quantum wells, and is termed electrorefraction, or the electrore-
fractive effect. Electrorefraction is calculated from the spectrum of electroabsorption using the
Kramers-Kronig relations. Enhanced electroabsorption means enhanced electrorefraction at
wavelengths below the band edge. Electrorefraction allows significant reductions in length and
drive voltages required for phase modulation in waveguides. The voltage-length product
depends on how close to the absorption resonance the modulator is operated. It also depends
on device design. As with electroabsorption modulators, the field is usually applied across a pin
junction. Some reported π voltage-length products are 2.3 V⋅mm in GaAs/AlGaAs QW 
(at 25-V bias), 1.8 V⋅mm in InGaAs/InAlAs QW and 1.8 V⋅mm in GaAs/AlGaAs double 
heterostructures.61 These voltage-length products depend on wavelength detuning from the
exciton resonance and therefore on insertion and electroabsorption losses. The larger the 
voltage-length product, the greater the loss.

Typical Performance. Electrorefraction is polarization dependent, because the quantum-
confined Stark effect is polarization dependent. In addition, the TE polarization experiences
the electro-optic effect, which may add to or subtract from the electrorefractive effect,
depending on the crystal orientation. Typically, ∆n for TE polarization (in an orientation that
sums these effects) will be 8 × 10−4 at 82 kV/cm (7 V across a waveguide with an i layer 0.85
µm thick). Of this, the contribution from the electro-optic effect is 2 × 10−4. Thus, electrore-
fraction is about 4 times larger than the electro-optic effect. The voltage-length product will
thus be enhanced by a factor of four, reducing to 5 V⋅mm. Of course, this ratio depends on the
field, since the electro-optic effect is linear in field and electrorefraction is quadratic in the
field. This ratio also depends on wavelength; electrorefraction can be larger closer to the exci-
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ton resonance, but the residual losses go up. The TM polarization, which experiences elec-
trorefraction alone, will be 5 × 10−4 at the same field, slightly smaller than the TE electrore-
fraction, because QCSE is smaller for TM than TE polarization.62

Advanced QW Concepts. Compressive strain increases electrorefraction, as it does QCSE.
Measurements at the same 82 kV/cm show an increase from 2.5 × 10−4 to 7.5 × 10−4 by increas-
ing compressive strain.63 Strained QWs also make it possible to achieve polarization-
independent electrorefractive modulators (although when integrated with a semiconductor
laser, which typically has a well-defined polarization, this should not be a necessity).

Advanced QW designs have the potential to increase the refractive index change below
the exciton resonance. One example analyzes asymmetric coupled QWs and finds more
than 10 times enhancement in ∆n below the band edge, at least at small biases. However,
when fabricated and incorporated into Mach-Zehnder modulators, the complex three-well
structure lowered Vπ by only a factor of 3, attributed to the growth challenges of these
structures.64

Nipi Modulators. One way to obtain a particularly low voltage-length product is to use
MQWs in a hetero-nipi waveguide. These structures incorporate multiple pin junctions (alter-
nating n-i-p-i-n-i-p) and include QWs in each i layer. Selective contacts to each electrode are
required, which limits how fast the modulator can be switched. A voltage-length product of
0.8 V⋅mm was observed at a wavelength 115 meV below the exciton resonance. The lowest
voltage InGaAs modulator had Vπ = 0.5 V, at speeds up to 110 MHz. Faster speeds require
shorter devices and higher voltages.61

Band-Filling Modulators. When one operates sufficiently far from the band edge that the
absorption is not large, then the electrorefractive effect is only 2 to 3 times larger than the
bulk electro-optic effect. This is because oscillations in the change in absorption with wave-
length tend to cancel out their contributions to the change in refractive index at long wave-
lengths. By contrast, the long-wavelength refractive index change during band filling is large
because band filling decreases the absorption at all wavelengths. However, because band fill-
ing relies on real carriers, it lasts as long as the carriers do, and it is important to find ways to
remove these carriers to achieve high-speed operation.

Voltage-controlled transfer of electrons into and out of QWs (BRAQWET modulator)
can yield large electrorefraction by band filling (Sec. 4.11 discusses electroabsorption in this
structure under “Electron Transfer Modulators”). The refractive index change at 1.55 µm can
be as large as ∆n = 0.02 for 6 V. One structure consists of 12 repeating elements,65 with the 
single QW replaced by three closely spaced strongly coupled QWs, demonstrating VπL =
3.2 V⋅mm with negligible loss.

Semiconductor Interferometric Modulators

The issues for Mach-Zehnder modulators fabricated in semiconductors are similar to those
for modulators in lithium niobate, but the design and fabrication processes in semiconductors
are by no means as finalized. Fabrication tolerances, polarization dependence, interaction
with lasers, and operation at high optical input powers are just some of the issues that need to
be addressed. The interferometer can be composed of Y branches, fabricated by etching to
form ridge waveguides. Alternatively, 3-dB couplers are often formed by a multimode inter-
ferometer (MMI), composed of two parallel waveguides placed very close together with a
bridging region that introduces coupling between them. Proper choice of this coupling region
yields a 3-dB coupler.

One example reports a Mach-Zehnder interferometer at 1.55 µm in InGaAlAs QWs with
InAlAs barriers.66 A polarization-independent extinction ratio of 30 dB was reported, over a
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20-nm wavelength range without degradation at input powers of 18 dBm (63 mW). The inter-
ferometer phase-shifting region was 1000 µm long, and each MMI was 200 µm long. The inser-
tion loss of 13 dB was due to the mismatch between the mode of the single-mode optical fiber
and of the semiconductor waveguide, which was 2 µm wide and 3.5 µm high. Various semi-
conductor structures to convert spot size should bring this coupling loss down.

4.13 PIN DIODES

The detectors used for fiber-optic communication systems are usually pin photodiodes. In
high-sensitivity applications, such as long-distance systems operating at 1.55-µm wavelength,
avalanche photodiodes are sometimes used because they have internal gain. Occasionally,
metal-semiconductor-metal (MSM) photoconductive detectors with interdigitated electrode
geometry are used because of ease of fabrication and integration. For the highest speed appli-
cations, Schottky photodiodes may be chosen. This section reviews properties of pin photodi-
odes. The next section outlines the other photodetectors.

The material of choice for these photodiodes depends on the wavelength at which they will
be operated. The short-wavelength pin silicon photodiode is perfectly suited for GaAs wave-
lengths (850 nm); these inexpensive photodetectors are paired with GaAs/AlGaAs LEDs for
low-cost data communications applications. They are also used in the shorter-wavelength
plastic fiber applications at 650 nm. The longer-wavelength telecommunication systems at 1.3
and 1.55 µm require longer-wavelength detectors. These are typically pin diodes composed of
lattice-matched ternary In0.47Ga0.53As grown on InP. Silicon is an indirect bandgap semicon-
ductor while InGaAs is a direct band material; this affects each material’s absorption and
therefore its photodiode design. In particular, silicon photodiodes tend to be slower than
those made of GaAs or InGaAs, because silicon intrinsic regions must be thicker. Speeds are
also determined by carrier mobilities, which are higher in the III-V materials.

Previous volumes in this handbook have outlined the concepts behind the photodetectors
discussed here. Volume I, Chap. 15 places pin photodetectors in context with other detectors,
and gives specific characteristics of some commercially available detectors, allowing direct
comparison of silicon, InGaAsP, and germanium detectors. Volume I, Chap. 16, describes the
principles by which the pin and the avalanche photodiodes operate (Figure 6 of that chapter
contains a misprint, in that the central portion of the top layer should be labeled p+ InP, rather
than n+ InP). The properties of greatest interest to fiber communications are repeated here.
Volume I, Chap. 17 concentrates on high-speed photodetectors and provides particularly use-
ful information on their design for high-speed applications. Finally, some of the key issues for
photodetectors in fiber-optic communication systems were outlined in Vol. II, Chap. 10. This
chapter considers these issues in much more detail.

The pin junction consists of a thin, heavily doped n region, a near-intrinsic n region (the i
region), and a heavily doped p region. When an incident photon has energy greater than or
equal to the bandgap of the semiconductor, electron-hole pairs are generated. In a well-
designed photodiode, this generation takes place in the space-charge region of the pn junc-
tion. As a result of the electric field in this region, the electrons and holes separate and drift
in opposite directions, causing current to flow in the external circuit. This current is monitored
as a change in voltage across a load resistor. The pin photo-diode is the workhorse of fiber
communication systems.

Typical Geometry

Typically, the electric field is applied across the pn junction and photocarriers are collected
across the diode. A typical geometry for a silicon photodiode is shown in Fig. 30a. A pn junc-
tion is formed by a thin p+ diffusion into a lightly doped n− layer (also called the i layer since
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it is almost intrinsic) through a window in a protective SiO2 film. The n− region between the p+

and n+ regions supports a space-charge region, which, in the dark, is depleted of free carriers
and supports the voltage drop that results from the pn junction. When light is absorbed in this
space-charge region, the absorption process creates electron-hole pairs that separate in the
electric field (field lines are shown in Fig. 30a), the electrons falling down the potential hill to
the n region and the holes moving to the p region. This separation of charge produces a cur-
rent in the external circuit, which is read out as a measure of the light level. Free carriers gen-
erated within a diffusion length of the junction may diffuse into the junction, adding to the
measured current.

Long-wavelength detectors utilize n− or i layers that are grown with a composition that will
absorb efficiently in the wavelength region of interest. The ternary In0.47Ga0.53As can be grown
lattice-matched to InP and has a spectral response that is suitable for both the 1.3- and 1.55-µm
wavelength regions. Thus, this ternary is usually the material of choice, rather than the more
difficult to grow quaternary InGaAsP, although the latter provides more opportunity to tune

SOURCES, MODULATORS, AND DETECTORS FOR FIBER-OPTIC COMMUNICATION SYSTEMS 4.67

FIGURE 30 Geometry for pin photodiodes: (a) cut-
away of silicon, illuminated from the top, showing the ring
electrode and static electric field lines in the space-charge
region; (b) cross-section of InGaAs/InP, illuminated from
the bottom. The p+ region is formed by diffusion. The low-
doped n− layer is the i or nearly intrinsic layer.
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(b)



the wavelength response. Figure 30b shows a typical geometry. Epitaxial growth is used to
provide lightly doped n− layers on a heavily doped n+ substrate. The InP buffer layers are
grown to keep the dopants from diffusing into the lightly doped absorbing InGaAs layer. The
required thin p region is formed by diffusion through a silicon nitride insulating window.
Because InP is transparent to 1.3 and 1.55 µm, the photodiode can be back-illuminated, which
makes electrical contacting convenient. In some embodiments, a well is etched in the sub-
strate and the fiber is glued in place just below the photosensitive region.

Carriers generated outside the depletion region may enter into the junction by diffusion, and
can introduce considerable time delay. In silicon, the diffusion length is as long as 1 cm, so any
photocarriers generated anywhere within the silicon photodiode can contribute to the photo-
current. Because the diffusion velocity is much slower than the transit time across the space-
charge region, diffusion currents slow down silicon photodiodes. This is particularly true in pn
diodes. Thus, high-speed applications typically use pin diodes with absorption only in the i layer.

To minimize diffusion from the p+ entrance region, the junction should be formed very
close to the surface. The space-charge region should be sufficiently thick that most of the light
will be absorbed (thickness ≈ 1/α). With sufficient reverse bias, carriers will drift at their 
scattering-limited velocity. The space-charge layer must not be too thick, however, or transit-
time effects will limit the frequency response. Neither should it be too thin, or excessive
capacitance will result in a large RC time constant. The optimum compromise occurs when
the modulation period is on the order of twice the transit time. For example, for a modulation
frequency of 10 GHz, the optimum space-charge layer thickness in silicon is about 5 µm.
However, this is not enough thickness to absorb more than ∼50 percent of the light at 850 nm.
Thus, there is a trade-off between sensitivity and speed. If the wavelength drops to 980 nm,
only 10 percent of the light is absorbed in a 10-µm thickness of silicon space-charge layer.

The doping must be sufficiently small that the low n− doped region can support the voltage
drop of the built-in voltage Vbi plus the applied voltage. When the doping density of the p+

region is much higher than the doping density of the n− layer, the thickness of the space-
charge layer is:

Ws =� (92)

To achieve Ws = 10 µm in a silicon photodiode with 10 V applied requires ND ≈ 1014 cm−3. If the
doping is not this low, the voltage drops more rapidly, and the field will not extend fully across
the low-doped region.

In InGaAs photodiodes (also GaAs/AlGaAs photodiodes), the n+ and p+ layers are trans-
parent, and no photocarriers are generated in them. Thus, no photocarriers will enter from
the n+ and p+ regions, even though the diffusion length is ∼100 µm. The thickness of the i layer
is chosen thin enough to achieve the desired speed (trading off transit time and capacitance),
with a possible sacrifice of sensitivity.

Typically, light makes a single pass through the active layer. In silicon photodiodes, the
light usually enters through the p contact at the surface of the diode (Fig. 30a); the top metal
contact must have a window for light to enter (or be a transparent contact). The InGaAs pho-
todiodes may receive light from the p side or the n side, because neither is absorbing. In addi-
tion, some back-illuminated devices use a double pass, reflecting off a mirrored top surface,
to double the absorbing length. Some more advanced detectors, resonant photodiodes, use
integrally grown Fabry-Perot cavities (using DBR mirrors, as in VCSELs) that resonantly
reflect the light back and forth across the active region, enhancing the quantum efficiency.
These are typically used only at the highest bandwidths (>20 GHz) or for wavelength division
multiplexing (WDM) applications, where wavelength-selective photodetection is required. In
addition, photodiodes designed for integration with other components are illuminated
through a waveguide in the plane of the pn junction. The reader is directed to Vol. I, Chap. 17
to obtain more information on these advanced geometries.
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Sensitivity (Responsivity)

To operate a pin photodiode, it is sufficient to place a load resistor between ground and the n
side and apply reverse voltage to the p side (V < 0). The photocurrent is monitored as a volt-
age drop across this load resistor. The photodiode current in the presence of an optical signal
of power Ps is negative, with a magnitude given by:

I = ηD � � Ps + ID (93)

where ID is the magnitude of the (negative) current measured in the dark. The detector quan-
tum efficiency ηD (electron-hole pairs detected per photon) is determined by how much light
is lost before reaching the space-charge region, how much light is absorbed (which depends
on the absorption coefficient), and how much light is reflected from the surface of the photo-
diode (a loss which can be reduced by adding antireflective coatings). Finally, depending on
design, there may be some loss from metal electrodes. These factors are contained in the fol-
lowing expression for the quantum efficiency:

ηD = (1 − R)T[1 − exp (−αW)] (94)

where R is the surface reflectivity, T is the transmission of any lossy electrode layers, W is the
thickness of the absorbing layer, and α is its absorption coefficient.

The sensitivity (or responsivity ℜ) of a detector is the ratio of milliamps of current out per
milliwatt of light in. Thus, the responsivity is:

ℜ = = ηD (95)

For detection of a given wavelength, the photodiode material must be chosen with a
bandgap sufficient to provide suitable sensitivity. The absorption spectra of candidate detec-
tor materials are shown in Fig. 31. Silicon photodiodes provide low-cost detectors for most
data communications applications, with acceptable sensitivity at 850 nm (absorption coeffi-
cient ∼500 cm−1). These detectors work well with the GaAs lasers and LEDs that are used in
the inexpensive datacom systems and for short-distance or low-bandwidth local area network
(LAN) applications. GaAs detectors are faster, both because their absorption can be larger
and because their electron mobility is higher, but they are more expensive. Systems that
require longer-wavelength InGaAsP/InP lasers typically use InGaAs photodiodes. Germa-
nium has a larger dark current, so it is not usually employed for optical communications appli-
cations. Essentially all commercial photodetectors use bulk material, not quantum wells, as
these are simpler, are less wavelength sensitive, and have comparable performance.

The spectral response of typical photodetectors is shown in Fig. 32. The detailed response
depends on the detector design and on applied voltage, so these are only representative
examples. Important communication wavelengths are marked.

Table 1 gives the sensitivity of typical detectors of interest in fiber communications, mea-
sured in units of amps per watt, along with speed and relative dark current.

Speed

Contributions to the speed of a pin diode come from the transit time across the space-charge
region and from the RC time constant of the diode circuit in the presence of a load resistor RL.
Finally, in silicon there may be a contribution from the diffusion of carriers generated in un-
depleted regions.

In a properly designed pin photodiode, light should be absorbed in the space-charge
region that extends from the p+ junction across the low n-doped layer (the i layer). Equation
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(92) gives the thickness of the space charge region Ws, as long as it is less than the thickness of
the i layer Wi. Define Vi as that voltage at which Ws = Wi. Then

−Vi = W i
2 − Vbi.

For any voltage larger than this, the space-charge width is essentially Wi, since the space
charge extends a negligible distance into highly doped regions.

If the electric field across the space-charge region is high enough for the carriers to reach
their saturation velocity vs and high enough to fully deplete the i region, then the carrier tran-
sit time will be τi = Wi/vs. For vs = 107 cm/s and Wi = 4 µm, the transit time τi = 40 ps. It can be
shown that a finite transit time τi reduces the response at modulation frequency ω67:

ℜ(ω) = ℜo (96)

Defining the 3-dB bandwidth as that modulation frequency at which the electrical power
decreases by 50 percent, it can be shown that the transit-limited 3-dB bandwidth is δωi =
2.8/τi = 2.8 vs/Wi. (Electrical power is proportional to I2 and ℜ2, so the half-power point is
achieved when the current is reduced by 1/�2�.) There is a trade-off between diode sensitiv-
ity and diode transit time, since, for thin layers, from Eq. (94), ηD ≈ (1 − R)TαWi. Thus, the
quantum efficiency–bandwidth product is:

sin (ωτi/2)
��

ωτi/2
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�
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FIGURE 31 Absorption coefficient as a function of wavelength
for several semiconductors used in pin diode detectors.



ηD δωi ≈ 2.8αvs(1 − R)T (97)

The speed of a pin photodiode is also limited by its capacitance, through the RC of the load
resistor. Sandwiching a space-charge layer, which is depleted of carriers, between conductive
n and p layers causes a diode capacitance proportional to the detector area A:

CD = (98)

For a given load resistance, the smaller the area, the smaller the RC time constant, and the
higher the speed. We will see also that the dark current Is decreases as the detector area
decreases. The detector should be as small as possible, as long as all the light from the fiber
can be collected onto the detector. Multimode fibers easily butt-couple to detectors whose
area matches the fiber core size. High-speed detectors compatible with single-mode fibers can
be extremely small, but this increases the alignment difficulty; high-speed photodetectors can
be obtained already pigtailed to single-mode fiber. A low load resistance may be needed to
keep the RC time constant small, but this may result in a small signal that needs amplification.
Speeds in excess of 1 GHz are straightforward to achieve, and speeds of 50 GHz are not
uncommon.

Thicker space-charge regions provide smaller capacitance, but too thick a space charge
region causes the speed to be limited by the carrier transit time. The bandwidth with a load
resistor RL is:

ω3 dB = + = + (99)
Wi

�
εsARL

2.8vs
�

Wi

1
�
RLC

2.8
�
τi

εsA
�
Wi
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FIGURE 32 Spectral response of typical photodetectors.

TABLE 1 Characteristics of Typical Photodiodes

Wavelength, µm Sensitivity ℜ, As/W Speed τ, ns Dark current, normalized units

Sil 0.85 0.55 3 1
0.65 0.4 3

GaInAs 1.3–1.6 0.95 0.2 3
Ge (pn) 1.55 0.9 3 66



This shows that there is an optimum thickness Wi for high-speed operation. Any additional
series resistance Rs or parasitic capacitance CP must be added by using R → RL + RS and C →
C + CP. The external connections to the photodetector can also limit speed. The gold bonding
wire may provide additional series inductance. It is important to realize that the photodiode
is a high impedance load, with very high electrical reflection, so that an appropriate load resis-
tor must be used. As pointed out in Vol. I, Chap. 17, it is possible to integrate a matching load
resistor inside the photodiode device, with a reduction in sensitivity of a factor of two (since
half the photocurrent goes through the load resistor), but double the speed (since the RC time
constant is halved). A second challenge is to build external bias circuits without high-
frequency electrical resonances. Innovative design of the photodetector may integrate the
necessary bias capacitor and load resistor, ensuring smooth electrical response.

Silicon photodetectors are inherently not as fast. Because their highly doped p and n
regions are also absorbing, and because they are indirect bandgap materials and do not have
as high an absorption coefficient, there will be a substantial contribution from carriers gener-
ated in undepleted regions. These carriers have to diffuse into the space charge region before
they can be collected. Therefore, the photoresponse of the diode has a component of a slower
response time governed by the carrier diffusion time:

TD = (100)

where WD is the width of the absorbing undepleted region, and D is the diffusion constant for
whichever carrier is dominant (usually holes in the n region). For silicon, D = 12 cm2/s, so that
when WD = 10 µm, τD = 40 ns.

Dark Current

Semiconductor diodes can pass current even in the dark, giving rise to dark current that pro-
vides a background present in any measurement. This current comes primarily from the ther-
mally generated diffusion of minority carriers out of the n and p regions into the depleted
junction region, where they recombine. The current-voltage equation for a pn diode (in the
dark) is:

I = IS �exp � � − 1� (101)

where IS is the saturation current that flows at large back bias (V large and negative). This
equation represents the current that passes through any biased pn junction. Photodiodes use
pn junctions reverse biased (V < 0) to avoid large leakage current.

Here β is the ideality factor, which varies from 1 to 2, depending on the diode structure. In a
metal-semiconductor junction (Schottky barrier) or an ideal pn junction in which the only cur-
rent in the dark is due to minority carriers that diffuse from the p and n regions, then β = 1. How-
ever, if there is thermal generation and recombination of carriers in the space-charge region,
then β tends toward the value 2. This is more likely to occur in long-wavelength detectors.

The saturation current IS is proportional to the area A of the diode in an ideal junction:

IS = e + A (102)

where Dn, Dp are diffusion constants, Ln, Lp are diffusion lengths, and np0, pn0 are equilibrium
minority carrier densities, all of electrons and holes, respectively. The saturation current IS can
be related to the diode resistance measured in the dark when V = 0. Defining

Dnnp0
�

Ln

Dppn0
�

Lp

eV
�
βkT

W2
D

�
2D
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= − |V = 0

then:

R0 = (103)

The dark resistance is inversely proportional to the saturation current, and therefore to the
area of the diode.

The diffusion current in Eq. (101) has two components that are of opposite sign in a forward-
biased diode: a forward current IS exp (eV/βkT) and a backward current −IS. Each of these com-
ponents is statistically independent, coming from diffusive contributions to the forward current
and backward current, respectively. This fact is important in understanding the noise properties
of photodiodes.

In photodiodes, V ≤ 0. For clarity, write V = −V′ and use V′ as a positive quantity in the
equations that follow. For a reverse-biased diode in the dark, diffusion current flows as a neg-
ative dark current, with a magnitude given by

ID = IS �1 − exp � �� (104)

The negative dark current flows opposite to the current flow in a forward-biased diode. Holes
move toward the p region and electrons move toward the n region; both currents are negative
and add. This dark current adds to the negative photocurrent. The hole current must be ther-
mally generated because there are no free holes in the n region to feed into the p region. By
the same token, the electron current must be thermally generated since there are no free elec-
trons in the p region to move toward the n region. The dark current at large reverse bias volt-
age is due to thermally generated currents.

Using Eq. (104) and assuming eV′ >> kT, the negative dark current equals the saturation
current:

ID = IS ≈ � � (105)

It can be seen that the dark current increases linearly with temperature and is independent of
(large enough) reverse bias. Trap-assisted thermal generation current increases β; in this pro-
cess, carriers trapped in impurity levels can be thermally elevated to the conduction band. The
temperature of photodiodes should be kept moderate in order to avoid excess dark current.

When light is present in a photodiode, the photocurrent is negative, in the direction of
the applied voltage, and adds to the negative dark current. The net effect of carrier motion
will be to tend to screen the internal field. Defining the magnitude of the photocurrent as
IPC = ηD(e/hν)PS, then the total current is negative:

I = −[ID + IPC] = −IS �1 − exp � �� − IPC (106)

Noise in Photodiodes

Successful fiber-optic communication systems depend on a large signal-to-noise ratio. This
requires photodiodes with high sensitivity and low noise. Background noise comes from shot
noise due to the discrete process of photon detection, from thermal processes in the load

−eV′
�
βkT

βkT
�
eR0

−eV′
�
βkT

βkT
�
eIS

∂I
�
∂V

1
�
R0
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resistor (Johnson noise), and from generation-recombination noise due to carriers within the
semiconductor. When used with a field-effect transistor (FET) amplifier, there will also be
shot noise from the amplifier and 1/f noise in the drain current.

Shot Noise. Shot noise is fundamental to all photodiodes and is due to the discrete nature of
the conversion of photons to free carriers. The shot noise current is a statistical process. If N
photons are detected in a time interval ∆t, Poisson noise statistics cause the uncertainty in N
to be �N.� Using the fact that N electron-hole pairs create a current I through I = eN/∆t, then 
the signal-to-noise ratio (SNR) is N/�N� = �N� = �(I∆t/e)�. Writing the frequency bandwidth
∆f in terms of the time interval through ∆f = 1/(2∆t) gives:

SNR = �
The root mean square (rms) photon noise, given by �N�, creates an rms shot noise current of:

iSH = e = � = �2eI∆f� (107)

Shot noise depends on the average current I; therefore, for a given photodiode, it depends on
the details of the current voltage characteristic. Expressed in terms of PS, the optical signal
power (when the dark current is small enough to be neglected), the rms shot noise current is

iSH = �2eIPC∆�f� = �2eℜPS�∆f� (108)

where ℜ is the responsivity (or sensitivity), given in units of amps per watt.
The shot noise can be expressed directly in terms of the properties of the diode when all

sources of noise are included. Since they are statistically independent, the contributions to the
noise current will be additive. Noise currents can exist in both the forward and backward
directions, and these contributions must add, along with the photocurrent contribution. The
entire noise current squared becomes:

i2
N = 2e �IPC + � ��1 + exp � ��� ∆f (109)

Clearly, noise is reduced by increasing the reverse bias. When the voltage is large, the shot
noise current squared becomes:

i2
N = 2e [IPC + ID] ∆f (110)

The dark current adds linearly to the photocurrent in calculating the shot noise.
In addition to shot noise due to the random variations in the detection process, the random

thermal motion of charge carriers contributes to a thermal noise current, often called Johnson
or Nyquist noise. It can be calculated by assuming thermal equilibrium with V = 0, β = 1, so
that Eq. (109) becomes:

i2
th = 4 � � ∆f (111)

This is just Johnson noise in the resistance of the diode. The noise appears as a fluctuating
voltage, independent of bias level.

Johnson Noise from External Circuit. An additional noise component will be from the load
resistor RL and resistance from the input to the preamplifier, Ri:

kT
�
R0

−eV′
�
βkT

βkT
�
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�
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�
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i2
NJ = 4kT � + � ∆f (112)

Note that the resistances add in parallel as they contribute to noise current.

Noise Equivalent Power. The ability to detect a signal requires having a photocurrent equal
to or higher than the noise current. The amount of noise that detectors produce is often char-
acterized by the noise equivalent power (NEP), which is the amount of optical power required
to produce a photocurrent just equal to the noise current. Define the noise equivalent pho-
tocurrent INE, which is set equal to the noise current iSH. When the dark current is negligible,

iSH = �2eINE∆�f� = INE

Thus, the noise equivalent current is INE = 2e∆f, and depends only on the bandwidth ∆f. The
noise equivalent power can now be expressed in terms of the noise equivalent current:

NEP = = 2 ∆f (113)

The second equality assumes the absence of dark current. In this case, the NEP can be
decreased only by increasing the quantum efficiency (for a fixed bandwidth). In terms of sen-
sitivity (amps per watt):

NEP = 2 ∆f = INE ∆f (114)

This expression is usually valid for photodetectors used in optical communication systems,
which have small dark currents.

When dark current is dominant, iN = �2e ID ∆�f�, so that:

NEP = = � (115)

This is often the case in infrared detectors such as germanium. Note that the dark-current-
limited noise equivalent power is proportional to the square root of the area of the detector
because the dark current is proportional to the detector area. The NEP is also proportional to the
square root of the bandwidth ∆f. Thus, in photodetectors whose noise is dominated by dark cur-
rent, NEP divided by the square root of area times bandwidth should be a constant. The inverse
of this quantity has been called the detectivity D* and is often used to describe infrared detectors.
In photodiodes used for communications, dark current usually does not dominate and it is better
to use Eq. (114), an expression which is independent of area, but depends linearly on bandwidth.

4.14 AVALANCHE PHOTODIODES, MSM DETECTORS, AND
SCHOTTKY DIODES

Avalanche Detectors

When large voltages are applied to photodiodes, the avalanche process produces gain, but at
the cost of excess noise and slower speed. In fiber telecommunications applications, where
speed and signal-to-noise are of the essence, avalanche photodiodes (APDs) are frequently at
a disadvantage. Nonetheless, in long-haul systems at 2488 Mb/s, APDs may provide up to 10
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dB greater sensitivity in receivers limited by amplifier noise. While APDs are inherently com-
plex and costly to manufacture, they are less expensive than optical amplifiers and may be
used when signals are weak.

Gain (Multiplication). When a diode is subject to a high reverse-bias field, the process of
impact ionization makes it possible for a single electron to gain sufficient kinetic energy to
knock another electron from the valence to the conduction band, creating another electron-
hole pair. This enables the quantum efficiency to be >1. This internal multiplication of pho-
tocurrent could be compared to the gain in photomultiplier tubes. The gain (or multiplication)
M of an APD is the ratio of the photocurrent divided by that which would give unity quantum
efficiency. Multiplication comes with a penalty of an excess noise factor, which multiplies shot
noise. This excess noise is function of both the gain and the ratio of impact ionization rates
between electrons and holes.

Phenomenologically, the low-frequency multiplication factor is:

MDC = (116)

where the parameter n varies between 3 and 6, depending on the semiconductor, and VB is
the breakdown voltage. Gains of M > 100 can be achieved in silicon APDs, while they are
more typically 10 to 20 for longer-wavelength detectors, before multiplied noise begins to
exceed multiplied signal. A typical voltage will be 75 V in InGaAs APDs, while in silicon it
can be 400 V.

The avalanche process involves using an electric field high enough to cause carriers to gain
enough energy to accelerate them into ionizing collisions with the lattice, producing electron-
hole pairs. Then, both the original carriers and the newly generated carriers can be acceler-
ated to produce further ionizing collisions. The result is an avalanche process.

In an i layer (where the electric field is uniform) of width Wi, the gain relates to the funda-
mental avalanche process through M = 1/(1 − aWi), where a is the impact ionization coeffi-
cient, which is the number of ionizing collisions per unit length. When aWi → 1, the gain
becomes infinity and the diode breaks down. This means that avalanche multiplication
appears in the regime before the probability of an ionizing collision is 100 percent. The gain
is a strong function of voltage, and these diodes must be used very carefully. The total current
will be the sum of avalanching electron current and avalanching hole current.

In most pin diodes the i region is really low n-doped. This means that the field is not
exactly constant, and an integration of the avalanche process across the layer must be per-
formed to determine a. The result depends on the relative ionization coefficients; in III-V
materials they are approximately equal. In this case, aWi is just the integral of the ionizing
coefficient that varies rapidly with electric field.

Separate Absorber and Multiplication (SAM) APDs. In this design the long-wavelength
infrared light is absorbed in an intrinsic narrow-bandgap InGaAs layer and photocarriers
move to a separate, more highly n-doped InP layer that supports a much higher field. This
layer is designed to provide avalanche gain in a separate region without excessive dark cur-
rents from tunneling processes. This layer typically contains the pn junction, which tradition-
ally has been diffused. Fabrication procedures such as etching a mesa, burying it, and
introducing a guard ring electrode are all required to reduce noise and dark current. All-
epitaxial structures provide low-cost batch-processed devices with high performance charac-
teristics.68

Speed. When the gain is low, the speed is limited by the RC time constant. As the gain
increases, the avalanche buildup time limits the speed, and for modulated signals the multi-
plication factor decreases. The multiplication factor as a function of modulation frequency is:

1
��
1 − (V/VB)n
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M(ω) = (117)

where τ1 = pτ, where τ is the multiplication-region transit time and p is a number that changes
from 2 to 1⁄3 as the gain changes from 1 to 1000. The gain decreases from its low-frequency
value when MDCω = 1/τ1. It can be seen that it is the gain-bandwidth product that describes the
characteristics of an avalanche photodiode in a communication system.

Noise. The shot noise in an APD is that of a pin diode multiplied by M2 times an excess
noise factor Fe:

i2
S = 2e IPC ∆f M2 Fe (118)

where

Fe(M) = βM + (1 − β)�2 − �
In this expression, β is the ratio of the ionization coefficient of the opposite type divided by the
ionization coefficient of the carrier type that initiates multiplication. In the limit of equal ion-
ization coefficients of electrons and holes (usually the case in III-V semiconductors), Fe = M
and Fh = 1. Typical numerical values for enhanced APD sensitivity are given in Vol. I, Chap. 17,
Fig. 15.

Dark Current. In an APD, dark current is the sum of the unmultiplied current Idu, mainly
due to surface leakage, and the bulk dark current experiencing multiplication Idm, multiplied
by the gain:

Id = Idu + MIdm (119)

The shot noise from dark (leakage) current id:

i2
d = 2e [idu + IdmM2 Fe(M)] ∆f (120)

The proper use of APDs requires choosing the proper design, carefully controlling the volt-
age, and using the APD in a suitably designed system, since the noise is so large.

MSM Detectors

Volume I, Chap. 17, Fig. 1 of this handbook shows that interdigitated electrodes on top of a
semiconductor can provide a planar configuration for electrical contacts. Either a pn junction
or bulk semiconductor material can reside under the interdigitated fingers. The MSM geom-
etry has the advantage of lower capacitance for a given cross-sectional area, but the transit
times may be longer, limited by the lithographic ability to produce very fine lines. Typically,
MSM detectors are photoconductive. Volume I, Chap. 17, Fig. 17 shows the geometry of high-
speed interdigitated photoconductors. These are simple to fabricate and can be integrated in
a straightforward way onto MESFET preamplifiers.

Consider parallel electrodes deposited on the surface of a photoconductive semiconduc-
tor with a distance L between them. Under illumination, the photocarriers will travel later-
ally to the electrodes. The photocurrent in the presence of Ps input optical flux at photon
energy hν is:

Iph = qηGP hν (121)

The photoconductive gain G is the ratio of the carrier lifetime τ to the carrier transit time τtr:

1
�
M

MDC
���
�1 + M2

D��Cω2τ2
1��
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G =

Decreasing the carrier lifetime increases the speed but decreases the sensitivity.
The output signal is due to the time-varying resistance that results from the time-varying

photoinduced carrier density N(t):

Rs(t) = (122)

where µ is the sum of the electron and hole mobilities, w is the length along the electrodes
excited by light, and de is the effective absorption depth into the semiconductor.

Usually, MSM detectors are not the design of choice for high-quality communication sys-
tems. Nonetheless, their ease of fabrication and integration with other components makes
them desirable for some low-cost applications—for example, when there are a number of par-
allel channels and dense integration is required.

Schottky Photodiodes

A Schottky photodiode uses a metal-semiconductor junction rather than a pin junction. An
abrupt contact between metal and semiconductor can produce a space-charge region.
Absorption of light in this region causes photocurrent that can be detected in an external cir-
cuit. Because metal-semiconductor diodes are majority carrier devices they may be faster
than pin diodes (they rely on drift currents only, there is no minority carrier diffusion). Up to
100 GHz modulation has been reported in a 5- × 5-µm area detector with a 0.3-µm thin drift
region using a semitransparent platinum film 10 nm thick to provide the abrupt Schottky con-
tact. Resonance enhancement of the light has been used to improve sensitivity.
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CHAPTER 5

OPTICAL FIBER AMPLIFIERS

John A. Buck
School of Electrical and Computer Engineering
Georgia Institute of Technology
Atlanta, Georgia

5.1 INTRODUCTION

The development of rare-earth-doped fiber amplifiers has led to dramatic increases in the
channel capacities of fiber communication systems, and has provided the key components in
many new forms of optical sources and signal processing devices. The most widely used fiber
amplifiers are formed by doping the glass fiber host with erbium ions, from which gain by
stimulated emission occurs at wavelengths in the vicinity of 1.55 µm. The amplifiers are opti-
cally pumped using light at either 1.48-µm or 0.98-µm wavelengths. Other rare-earth dopants
include praseodymium, which provides gain at 1.3 µm and which is pumped at 1.02 µm,1 ytter-
bium, which amplifies from 975 to 1150 nm using pump wavelengths between 910 and 1064
nm,2 and erbium-ytterbium codoping, which enables use of pump light at 1.06 µm while pro-
viding gain at 1.55 µm.3 Additionally, thulium- and thulium/terbium-doped fluoride fibers
have been constructed for amplification at 0.8, 1.4, and 1.65 µm.4 Aside from systems applica-
tions, much development has occurred in fiber ring lasers based on erbium-doped-fiber
amplifiers (EDFAs),5 in addition to optical storage loops6 and nonlinear switching devices.7

The original intent in fiber amplifier development was to provide a simpler alternative to
the electronic repeater by allowing the signal to remain in optical form throughout a link or
network. Fiber amplifiers as repeaters offer additional advantages, which include the ability
to change system data rates as needed, or to simultaneously transmit multiple rates—all with-
out the need to modify the transmission channel. A further advantage is that signal power at
multiple wavelengths can be simultaneously boosted by a single amplifier—a task that would
otherwise require a separate electronic repeater for each wavelength. This latter feature con-
tributed to the realization of dense wavelength-division multiplexed (DWDM) systems, in
which terabit/sec data rates have been demonstrated.8 The usable gain in an EDFA occupies
a wavelength range spanning 1.53 to 1.56 µm. In DWDM systems this allows, for example, 
the use of some 40 channels having 100-GHz spacing. A fundamental disadvantage of the
fiber amplifier as a repeater is that dispersion is not reset. This requires additional network
design efforts in dispersion management,9 which may include optical equalization methods.10

The deployment of fiber amplifiers in commercial networks demonstrates the move toward
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transparent fiber systems, in which signals are maintained in optical form, and in which multi-
ple wavelengths, data rates, and modulation formats are supported.

Aside from rare-earth-doped glass fibers, which provide gain through stimulated emission,
there has been renewed interest in fiber Raman amplifiers, in which gain at the signal wave-
length occurs as a result of glass-mediated coupling to a shorter-wavelength optical pump.11

Raman amplifiers have recently been demonstrated in DWDM systems that operate in the
vicinity of 1.3 µm.12 This chapter emphasizes the rare-earth systems—particularly erbium-
doped fiber amplifiers, since these are the most important ones in practical use.

5.2 RARE-EARTH-DOPED AMPLIFIER CONFIGURATION AND
OPERATION

Pump Configuation and Optimum Amplifier Length

A typical fiber amplifier configuration consists of the doped fiber positioned between
polarization-independent optical isolators. Pump light is input by way of a wavelength-
selective coupler which can be configured for forward, backward, or bidirectional pumping
(see Fig. 1). Pump absorption throughout the amplifier length results in a population inver-
sion that varies with position along the fiber; this reaches a minimum at the fiber end oppo-
site the pump laser for unidirectional pumping, or minimizes at midlength for bidirectional
pumping using equal pump powers. To achieve the highest overall gain, the length is chosen
so that the fiber is transparent to the signal at the point of minimum pump power. For
example, using forward pumping, the optimum fiber length is determined by requiring
transparency to occur at the output end. If longer fiber lengths are used, some reabsorption
of the signal will occur beyond the transparency point. With lengths shorter than the opti-
mum, full use is not made of the available pump energy. Other factors may modify the opti-
mum length, particularly if substantial gain saturation occurs, or if amplified spontaneous
emission (ASE) is present, which can result in additional gain saturation and noise.13

Isolators maintain unidirectional light propagation so that, for example, backscattered or
reflected light from further down the link cannot reenter the amplifier and cause gain quench-
ing, noise enhancement, or possibly lasing. Double-pass and segmented configurations are also
used; in the latter, isolators are positioned between two or more lengths of amplifying fiber that
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are separately pumped. The result is that gain quenching and noise arising from back-scattered
light or from ASE can be lower than those of a single fiber amplifier of the combined lengths.

Regimes of Operation

There are roughly three operating regimes, the choice between which is determined by the
use intended for the amplifier.14, 15 These are (1) small-signal, or linear, (2) saturation, and (3)
deep saturation regimes. In the linear regime, low input signal levels (<1 µW) are amplified
with negligible gain saturation, assuming the amplifier length has been optimized. Amplifier
gain in decibels is defined in terms of the input and output signal powers as G(dB) = 10 log10

(Ps
out/Ps

in). EDFA small signal gains range between 25 and 35 dB.15

In the saturation regime, the input signal level is high enough to cause a measurable reduc-
tion in the net gain. A useful figure of merit is the input saturation power, defined as the input
signal power required to reduce the net amplifier gain by 3 dB, assuming an optimized fiber
length. Specifically, the gain in this case is G = Gmax − 3 dB, where Gmax is the small-signal gain.
A related parameter is the saturation output power, Psat

out, defined as the amplifier output that is
achieved when the overall gain is reduced by 3 dB. The two quantities are thus related through
Gmax − 3dB = 10 log10 (Psat

out/Pin
sat). Using these parameters, the dynamic range of the amplifier is

defined through Ps
in ≤ Pin

sat, or equivalently Ps
out ≤ Psat

out. For an N-channel wavelength-division
multiplexed signal, the dynamic range is reduced accordingly by a factor of 1/N, assuming a flat
gain spectrum.15

With the amplifier operating in deep saturation, gain reductions on the order of 20 to 40 dB
occur.14 This is typical of power amplifier applications, in which input signal levels are high, 
and where the maximum output power is desired. In this application, the concept of power
conversion efficiency (PCE) between pump and signal becomes important. It is defined as 
PCE = (Ps

out − Ps
in)/Pp

in, where Pp
in is the input pump power. Another important quantity that is

pertinent to the deep saturation regime is the saturated output power, Ps
out (max), not to be con-

fused with the saturation output power previously described. Ps
out (max) is the maximum out-

put signal power that can be achieved for a given input signal level and available pump power.
This quantity would maximize when the amplifier, having previously been fully inverted, is
then completely saturated by the signal. Maximum saturation, however, requires the input sig-
nal power to be extremely high, such that ultimately, Ps

out (max) ≈ Ps
in, representing a net gain

of nearly 0 dB. Clearly the more important situations are those in which moderate signal pow-
ers are to be amplified; in these cases the choice of pump power and pumping configuration
can substantially influence Ps

out (max).

5.3 EDFA PHYSICAL STRUCTURE AND LIGHT INTERACTIONS

Energy Levels in the EDFA

Gain in the erbium-doped fiber system occurs when an inverted population exists between
parts of the 4I13/2 and 4I15/2 states, as shown in Fig. 2a. This notation uses the standard form,
(2S + 1)LJ, where L, S, and J are the orbital, spin, and total angular momenta, respectively.
EDFAs are manufactured by incorporating erbium ions into the glass matrix that forms the
fiber core. Interactions between the ions and the host matrix induce Stark splitting of the ion
energy levels, as shown in Fig. 2a. This produces an average spacing between adjacent Stark
levels of 50 cm−1, and an overall spread of 300 to 400 cm−1 within each state. A broader emis-
sion spectrum results, since more deexcitation pathways are produced, which occur at differ-
ent transition wavelengths.

Other mechanisms further broaden the emission spectrum. First, the extent to which ions
interact with the glass varies from site to site, as a result of the nonuniform structure of the
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amorphous glass matrix. This produces some degree of inhomogeneous broadening in the
emission spectrum, the extent of which varies with the type of glass host used.16 Second, 
thermal fluctuations in the material lead to homogeneous broadening of the individual Stark
transitions. The magnitudes of the two broadening mechanisms are 27 to 60 cm−1 for inhomo-
geneous, and 8 to 49 cm−1 for homogeneous.16 The choice of host material strongly affects the
shape of the emission spectrum, owing to the character of the ion-host interactions. For exam-
ple, in pure silica (SiO2), the spectrum of the Er-doped system is narrowest and has the least
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FIGURE 2 (a) Emissive transitions between Stark-split levels of erbium in an aluminosilicate glass host. Val-
ues on transition arrows indicate wavelengths in micrometers. (Adapted from Ref. 19). (b) EDFA fluorescence
spectrum associated with the transitions in Figure 2a. (Reprinted with permission from Optical Fiber Amplifiers:
Materials, Devices, and Applications, by S. Sudo. Artech House Publishers, Norwood, MA, USA. www.artech-
house.com).

(a)
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smoothness. Use of an aluminosilicate host (SiO2-A12O3) produces slight broadening and
smoothing.17 The broadest spectra, however, occur when using fluoride-based glass, such as
ZBLAN.18

Gain Formation

Fig. 2b shows how the net emission (fluorescence) spectrum is constructed from the super-
position of the individual Stark spectra; the latter are associated with the transitions shown in
Fig. 2a. Similar diagrams can be constructed for the upward (absorptive) transitions, from
which the absorption spectrum can be developed.19 The shapes of both spectra are further
influenced by the populations within the Stark split levels, which assume a Maxwell-Boltzman
distribution. The sequence of events in the population dynamics is (1) pump light boosts pop-
ulation from the ground state, 4I15/2, to the upper Stark levels in the first excited state, 4I13/2; (2)
the upper state Stark level populations thermalize; and (3) deexcitation from 4I13/2 to 4I15/2

occurs through either spontaneous or stimulated emission.
The system can be treated using a simple two-level (1.48-µm pump) or three-level model

(0.98-µm pump), from which rate equations can be constructed that incorporate the actual
wavelength- and temperature-dependent absorption and emission cross sections. These mod-
els have been formulated with and without inhomogeneous broadening, but in most cases
excellent agreement with experiment has been achieved by assuming only homogeneous
broadening.20, 21, 22

Pump Wavelength Options in EDFAs

The 1.48-µm pump wavelength corresponds to the energy difference between the two most
widely spaced Stark levels, as shown in Fig. 2a. A better alternative is to pump with light at
0.98 µm, which boosts the ground state population to the second excited state, 4I11/2, which lies
above 4I13/2. This is followed by rapid nonradiative decay into 4I13/2 and gain is formed as
before. The pumping efficiency suffers slightly at 0.98 µm, owing to some excited state absorp-
tion (ESA) from 4I11/2 to the higher-lying 4F7/2.23 Use of 0.98-µm pump light as opposed to 1.48
µm will nevertheless yield a more efficient system, since the 0.98-µm pump will not contribute
to the deexcitation process, which occurs when 1.48 µm is used.

The gain efficiency of a rare-earth-doped fiber is defined as the ratio of the maximum small
signal gain to the input pump power, using the optimized fiber length. EDFA efficiencies are
typically on the order of 10 dB/mW for pumping at .98 µm. For pumping at 1.48 µm, efficien-
cies are about half the values obtainable at .98 µm, and require about twice the fiber length.
Other pump wavelengths can be used,24 but with some penalty to be paid in the form of
excited state absorption from the 4I13/2 state into various upper levels, thus depleting the gain
that would otherwise be available. This problem is minimized when using either 0.98 or 1.48
µm, and so these two wavelengths are almost exclusively used in erbium-doped fibers.

Noise

Performance is degraded by the presence of noise from two fundamental sources. These are
(1) amplified spontaneous emission (ASE) and (2) Rayleigh scattering. Both processes lead
to additional light that propagates in the forward and backward directions, and which can
encounter considerable gain over long amplifier lengths. The more serious of the two noise
sources is ASE. In severe cases, involving high-gain amplifiers of long lengths, ASE can be of
high enough intensity to partially saturate the gain (self-saturation), thus reducing the avail-
able gain for signal amplification. Backward pumping has been found to reduce this effect.25
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In general, ASE can be reduced by (1) assuring that the population inversion is as high as
possible (ideally, completely inverted); (2) operating the amplifier in the deep saturation
regime; or (3) using two or more amplifier stages rather than one continuous length of fiber,
and positioning bandpass filters and isolators between stages. Rayleigh scattering noise can
be minimized by using multistage configurations, in addition to placing adequate controls on
dopant concentration and confinement during the manufacturing stage.26

The noise figure of a rare-earth-doped fiber amplifier is stated in a manner consistent with
the IEEE standard definition for a general amplifier. This is the signal-to-noise ratio of the
fiber amplifier input divided by the signal-to-noise ratio of the output, expressed in decibels,
where the input signal is shot noise limited. Although this definition is widely used, it has
recently come under some criticism, owing to the physical nature of ASE noise, and the
resulting awkwardness in applying the definition to cascaded amplifier systems.27 The best
noise figures for EDFAs are obtained by using whatever pump configurations produce the
highest population inversions. Again, use of .98-µm pumping is preferred, with noise figures
of about 3 dB obtainable; using 1.48 µm yields best results of about 4 dB.14

Gain Flattening

The use of multiple wavelength channels motivates the need to effectively flatten the emis-
sion spectrum, and thus equalize the gain for all wavelengths. Flattening techniques can be
classified into roughly three categories. First, intrinsic methods can be used; these involve
choices of fiber host materials such as fluoride glass28 that yield smoother and broader gain
spectra. In addition, by carefully choosing pump power levels, a degree of population inver-
sion can be obtained which will allow some cancellation to occur between the slopes of the
absorption and emission spectra.29 Second, spectral filtering at the output of a single amplifier
or between cascaded amplifiers can be employed; this effectively produces higher loss for
wavelengths that have achieved higher gain. Examples of successful filtering devices include
long-period fiber gratings30 and Mach-Zehnder filters.31 Third, hybrid amplifiers that use cas-
caded configurations of different gain media can be used to produce an overall gain spectrum
that is reasonably flat. Flattened gain spectra have been obtained having approximate widths
that range from 12 to 85 nm. Reference 32 is recommended for an excellent discussion and
comparison of the methods.

5.4 GAIN FORMATION IN OTHER RARE-EARTH SYSTEMS

Praseodymium-Doped Fiber Amplifiers (PDFAs)

In the praseodymium-doped fluoride system, the strongest gain occurs in the vicinity of 1.3
µm, with the pump wavelength at 1.02 µm. Gain formation is described by a basic three-level
model, in which pump light excites the system from the ground state, 3H4, to the metastable
excited state, 1G4. Gain for 1.3-µm light is associated with the downward 1G4 → 3H5 transition,
which peaks in the vicinity of 1.32 to 1.34 µm. Gain diminishes at longer wavelengths, princi-
pally as a result of ground state absorption from 3H4 → 3F3.23

The main problem with the PDFA system is reduction of the available gain through the
competing 1G4 → 3F4 transition (2900 cm−1 spacing), occurring through multiphonon relax-
ation.23 The result is that the radiative quantum efficiency (defined as the ratio of the desired
transition rate to itself plus all competing transition rates) can be low enough to make the sys-
tem impractical. The multiphonon relaxation rate is reduced when using hosts having low
phonon energies, such as fluoride or chalcogenide glasses. Using these produces radiative
quantum efficiencies on the order of 2 percent. For comparison, erbium systems exhibit quan-
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tum efficiencies of nearly 100 percent for the 1.5-µm transition. Nevertheless, PDFAs have
found practical use in 1.3-µm transmission systems, and have yielded net gains that are com-
parable to EDFAs, but of course with substantially higher pump power requirements. Other
considerations such as broadening mechanisms and excited state absorption are analogous to
the erbium system. References 1, 32, and 33 are recommended for further reading.

Erbium/Ytterbium-Doped Fiber Amplifiers (EYDFAs)

Erbium/ytterbium codoping offers special advantages in fiber amplifier performance. Ytter-
bium ions absorb very efficiently over the wavelength range of 800 to 1100 nm. Once excited,
they transfer their energy to the erbium ions, and gain between 1.53 and 1.56 µm is formed as
before.3 Advantages of such a system include the following: With high pump absorption, side-
pumping is possible, thus allowing the use of large-area diode lasers as pumps. In addition, high
gain can be established over a shorter propagation distance in the fiber than is possible in a
conventional EDFA. As a result, shorter-length amplifiers having lower ASE noise can be con-
structed. An added benefit is that the absorption band allows pumping by high-power lasers
such as Nd:YAG (at 1.06 µm) or Nd:YLF (at 1.05 µm), and there is no excited state absorption.
Currently, Yb-sensitized fibers are primarily attractive for use as power amplifiers, and in the
construction of fiber lasers, in which a short-length, high-gain medium is needed.35
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6.1 INTRODUCTION

There are many different applications for fiber-optic communication systems, and each has
its own unique performance requirements. For example, analog communication systems may
be subject to different types of noise and interference than digital systems, and consequently
require different figures of merit to characterize their behavior. At first glance, telecommu-
nication and data communication systems appear to have much in common, as both use dig-
ital encoding of data streams; in fact, both types can share a common network infrastructure.
Upon closer examination, however, we find important differences between them. First, data-
com systems must maintain a much lower bit error rate (BER), defined as the number of
transmission errors per second in the communication link. (We will discuss BER in more
detail in the following sections.) For telecom (voice) communications, the ultimate receiver
is the human ear, and voice signals have a bandwidth of only about 4 kHz; transmission
errors often manifest as excessive static noise such as encountered on a mobile phone, and
most users can tolerate this level of fidelity. In contrast, the consequences of even a single bit
error to a datacom system can be very serious; critical data such as medical or financial
records could be corrupted, or large computer systems could be shut down. Typical telecom
systems operate at a BER of about 10e-9, compared with about 10e-12 to 10e-15 for datacom
systems. Another unique requirement of datacom systems is eye safety versus distance
trade-offs. Most telecommunications equipment is maintained in a restricted environment
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and accessible only to personnel trained in the proper handling of high-power optical sources.
Datacom equipment is maintained in a computer center and must comply with international
regulations for inherent eye safety; this limits the amount of optical power that can safely be
launched into the fiber, and consequently limits the maximum transmission distances that
can be achieved without using repeaters or regenerators. For the same reason, datacom
equipment must be rugged enough to withstand casual use, while telecom equipment is more
often handled by specially trained service personnel. Telecom systems also make more exten-
sive use of multiplexing techniques, which are only now being introduced into the data cen-
ter, and more extensive use of optical repeaters. For example, commercial phone lines
require repeaters spaced about every 12 km; optical links have increased this distance to
around 40 km, and some recently installed systems (1997) extend the unrepeated distance up
to 120 km or more.

In the following sections, we will examine the technical requirements for designing fiber
optic communication systems suitable for these different environments. We begin by defining
some figures of merit to characterize the system performance. Then, concentrating on digital
optical communication systems, we will describe how to design an optical link loss budget and
how to account for various types of noise sources in the link.

6.2 FIGURES OF MERIT: SNR, BER, MER, AND SFDR

Several possible figures of merit may be used to characterize the performance of an optical
communication system. Furthermore, different figures of merit may be more suitable for dif-
ferent applications, such as analog or digital transmission. In this section we will describe
some of the measurements used to characterize the performance of optical communication
systems. Even if we ignore the practical considerations of laser eye safety standards, an opti-
cal transmitter is capable of launching only a limited amount of optical power into a fiber;
similarly, there is a limit as to how weak a signal can be detected by the receiver in the pres-
ence of noise and interference. Thus, a fundamental consideration in optical communication
systems design is the optical link power budget, or the difference between the transmitted and
received optical power levels. Some power will be lost due to connections, splices, and bulk
attenuation in the fiber. There may also be optical power penalties due to dispersion, modal
noise, or other effects in the fiber and electronics. The optical power levels define the signal-
to-noise ratio (SNR) at the receiver, which is often used to characterize the performance of
analog communication systems. For digital transmission, the most common figure of merit is
the bit error rate (BER), defined as the ratio of received bit errors to the total number of
transmitted bits. Signal-to-noise ratio is related to the bit error rate by the Gaussian integral

BER = 	∞

Q

e−Q2/2 dQ � e−Q2/2 (1)

where Q represents the SNR for simplicity of notation.1–4 From Eq. (1), we see that a plot of
BER versus received optical power yields a straight line on semilog scale, as illustrated in Fig.
1. Nominally, the slope is about 1.8 dB/decade; deviations from a straight line may indicate
the presence of nonlinear or non-Gaussian noise sources. Some effects, such as fiber attenua-
tion, are linear noise sources; they can be overcome by increasing the received optical power,
as seen from Fig. 1, subject to constraints on maximum optical power (laser safety) and the
limits of receiver sensitivity. There are other types of noise sources, such as mode partition
noise or relative intensity noise (RIN), which are independent of signal strength. When such
noise is present, no amount of increase in transmitted signal strength will affect the BER; 
a noise floor is produced, as shown by curve B in Fig. 1. This type of noise can be a serious lim-
itation on link performance. If we plot BER versus receiver sensitivity for increasing optical
power, we obtain a curve similar to that in Fig. 2, which shows that for very high power levels

1
�
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1
�
�2π�
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the receiver will go into saturation. The characteristic bathtub-shaped curve illustrates a win-
dow of operation with both upper and lower limits on the received power. There may also be
an upper limit on optical power due to eye safety considerations.

We can see from Fig. 1 that receiver sensitivity is specified at a given BER, which is often
too low to measure directly in a reasonable amount of time (for example, a 200-Mbit/s link
operating at a BER of 10e-15 will only take one error every 57 days on average, and several
hundred errors are recommended for a reasonable BER measurement). For practical rea-
sons, the BER is typically measured at much higher error rates (such as 10e-4 to 10e-8), where
the data can be collected more quickly and then extrapolated to find the sensitivity at low
BER. This assumes the absence of nonlinear noise floors, as cautioned previously. The rela-
tionship between optical input power, in watts, and the BER is the complimentary Gaussian
error function

BER = 1/2 erfc (Pout − Psignal / RMS noise) (2)

where the error function is an open integral that cannot be solved directly. Several approxi-
mations have been developed for this integral, which can be developed into transformation
functions that yield a linear least squares fit to the data.1 The same curve-fitting equations can
also be used to characterize the eye window performance of optical receivers. Clock position/
phase versus BER data are collected for each edge of the eye window; these data sets are then
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FIGURE 1 Bit error rate as a function of received optical power. Curve A shows typical
performance, whereas curve B shows a BER floor [5].



curve-fitted with the previously noted expressions to determine the clock position at the
desired BER. The difference in the two resulting clock positions, on either side of the window,
gives the clear eye opening.1–4

In describing Figs. 1 and 2, we have also made some assumptions about the receiver circuit.
Most data links are asynchronous and do not transmit a clock pulse along with the data;
instead, a clock is extracted from the incoming data and used to retime the received data
stream. We have made the assumption that the BER is measured with the clock at the center
of the received data bit: ideally, this is when we compare the signal with a preset threshold to
determine if a logical 1 or 0 was sent. When the clock is recovered from a receiver circuit such
as a phase lock loop, there is always some uncertainty about the clock position; even if it is
centered on the data bit, the relative clock position may drift over time. The region of the bit
interval in the time domain where the BER is acceptable is called the eyewidth; if the clock
timing is swept over the data bit using a delay generator, the BER will degrade near the edges
of the eye window. Eyewidth measurements are an important parameter in link design, which
will be discussed further in the section on jitter and link budget modeling.

In the designs of some analog optical communication systems, as well as of some digital
television systems (for example, those based on 64-bit Quadrature Amplitude Modulation),
another possible figure of merit is the modulation error ratio (MER). To understand this met-
ric, we will consider the standard definition of the Digital Video Broadcasters (DVB) Measure-
ments Group.5 First, the video receiver captures a time record of N received signal coordinate
pairs, representing the position of information on a two-dimensional screen. The ideal posi-
tion coordinates are given by the vector (Xj, Yj). For each received symbol, a decision is made
as to which symbol was transmitted, and an error vector (∆Xj, ∆Yj) is defined as the distance
from the ideal position to the actual position of the received symbol. The MER is then
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FIGURE 2 Bit error rate as a function of received optical
power illustrating range of operation from minimum sensitivity
to saturation.



defined as the sum of the squares of the magnitudes of the ideal symbol vector divided by the
sum of the squares of the magnitudes of the symbol error vectors:

MER = 10 log dB (3)

When the signal vectors are corrupted by noise, they can be treated as random variables. The
denominator in Eq. (3) becomes an estimate of the average power of the error vector (in
other words, its second moment) and contains all signal degradation due to noise, reflections,
transmitter quadrature errors, and so forth. If the only significant source of signal degradation
is additive white Gaussian noise, then MER and SNR are equivalent. For communication sys-
tems that contain other noise sources, MER offers some advantages; in particular, for some
digital transmission systems there may be a very sharp change in BER as a function of SNR
(a so-called cliff effect), which means that BER alone cannot be used as an early predictor of
system failures. MER, on the other hand, can be used to measure signal-to-interference ratios
accurately for such systems. Because MER is a statistical measurement, its accuracy is directly
related to the number of vectors, N, used in the computation; an accuracy of 0.14 dB can be
obtained with N = 10,000, which would require about 2 ms to accumulate at the industry stan-
dard digital video rate of 5.057 Msymbols/s.

In order to design a proper optical data link, the contribution of different types of noise
sources should be assessed when developing a link budget. There are two basic approaches to
link-budget modeling. One method is to design the link to operate at the desired BER when all
the individual link components assume their worst-case performance. This conservative
approach is desirable when very high performance is required, or when it is difficult or incon-
venient to replace failing components near the end of their useful lifetimes. The resulting
design has a high safety margin; in some cases it may be overdesigned for the required level of
performance. Since it is very unlikely that all the elements of the link will assume their worst-
case performance at the same time, an alternative is to model the link budget statistically. For
this method, distributions of transmitter power output, receiver sensitivity, and other parame-
ters are either measured or estimated. They are then combined statistically using an approach
such as the Monte Carlo method, in which many possible link combinations are simulated to
generate an overall distribution of the available link optical power. A typical approach is the
3-sigma design, in which the combined variations of all link components are not allowed to
extend more than three standard deviations from the average performance target in either
direction. The statistical approach results in greater design flexibility and generally increased
distance compared with a worst-case model at the same BER.

Harmonic Distortions, Intermodulation Distortions, and Dynamics Range

Fiber-optic analog links are in general nonlinear. That is, if the input electrical information is
a harmonic signal of frequency f0, the output electrical signal will contain the fundamental fre-
quency f0 as well as high-order harmonics of frequencies nf0 (n > 2). These high-order har-
monics comprise the harmonic distortions of analog fiber-optic links.6 The nonlinear behavior
is caused by nonlinearities in the transmitter, the fiber, and the receiver.

The same sources of nonlinearities in the fiber-optic links lead to intermodulation distor-
tions (IMD), which can best be illustrated in a two-tone transmission scenario. If the input
electrical information is a superposition of two harmonic signals of frequencies f1 and f2, the
output electrical signal will contain second-order intermodulation at frequencies f1 + f2 and 
f1 − f2 as well as third-order intermodulation at frequencies 2f1 − f2 and 2f2 − f1.

Most analog fiber-optic links require bandwidth of less than one octave (fmax < 2fmin). As a
result, harmonic distortions as well as second-order IMD products are not important as they
can be filtered out electronically. However, third-order IMD products are in the same fre-
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quency range (between fmin and fmax) as the signal itself and therefore appear in the output sig-
nal as the spurious response. Thus the linearity of analog fiber-optic links is determined by the
level of third-order IMD products. In the case of analog links where third-order IMD is elim-
inated through linearization circuitry, the lowest odd-order IMD determines the linearity of
the link.

To quantify IMD distortions, a two-tone experiment (or simulation) is usually conducted,
where the input RF powers of the two tones are equal. The linear and nonlinear power trans-
fer functions—the output RF power of each of two input tones and the second- or third-order
IMD product as a function of the input RF power of each input harmonic signal—are schemat-
ically presented in Fig. 3. When plotted on a log-log scale, the fundamental power transfer
function should be a line with a slope of unity. The second- (third-) order power transfer func-
tion should be a line with a slope of two (three). The intersections of the power transfer func-
tions are called second- and third-order intercept points, respectively. Because of the fixed
slopes of the power transfer functions, the intercept points can be calculated from measure-
ments obtained at a single input power level. Suppose that at a certain input level, the output
power of each of the two fundamental tones, the second-order IMD product, and third-order
IMD products are P1, P2, and P3, respectively. When the power levels are in units of dB or
dBm, the second-order and third-order intercept points are

IP2 = 2P1 − P2 (4)

and

IP3 = (3P1 − P3)/2 (5)

The dynamic range is a measure of an analog fiber-optic link’s ability to faithfully transmit sig-
nals at various power levels. At the low input power end, the analog link can fail due to insuf-
ficient power level, so that the output power is below the noise level. At the high input power

6.6 FIBER OPTICS

FIGURE 3 Intermodulation and dynamic range of analog fiber-optic links.



end, the analog link can fail due to the fact that the IMD products become the dominant
source of signal degradation. In terms of the output power, the dynamic range (of the output
power) is defined as the ratio of the fundamental output to the noise power. However, it
should be noted that the third-order IMD products increase three times faster than the fun-
damental signal. After the third-order IMD products exceeds the noise floor, the ratio of the
fundamental output to the noise power is meaningless, as the dominant degradation of the
output signal comes from IMD products. So a more meaningful definition of the dynamic
range is the so-called spurious-free dynamic range (SFDR),6, 7 which is the ratio of the funda-
mental output to the noise power at the point where the IMD products is at the noise level.
The spurious-free dynamic range is then practically the maximum dynamic range. Since the
noise floor depends on the bandwidth of interest, the unit for SFDR should be (dB Hz2/3). The
dynamic range decreases as the bandwidth of the system is increased. The spurious-free
dynamic range is also often defined with reference to the input power, which corresponds to
SFDR with reference to the output power if there is no gain compression.

6.3 LINK BUDGET ANALYSIS: INSTALLATION LOSS

It is convenient to break down the link budget into two areas: installation loss and available
power. Installation or DC loss refers to optical losses associated with the fiber cable plant,
such as connector loss, splice loss, and bandwidth considerations. Available optical power is
the difference between the transmitter output and receiver input powers, minus additional
losses due to optical noise sources on the link (also known as AC losses). With this approach,
the installation loss budget may be treated statistically and the available power budget as
worst case. First, we consider the installation loss budget, which can be broken down into
three areas, namely transmission loss, fiber attenuation as a function of wavelength, and con-
nector or splice losses.

Transmission Loss

Transmission loss is perhaps the most important property of an optical fiber; it affects the link
budget and maximum unrepeated distance. Since the maximum optical power launched into
an optical fiber is determined by international laser eye safety standards,8 the number and
separation between optical repeaters and regenerators is largely determined by this loss. The
mechanisms responsible for this loss include material absorption as well as both linear and
nonlinear scattering of light from impurities in the fiber.1–5 Typical loss for single-mode opti-
cal fiber is about 2 to 3 dB/km near 800 nm wavelength, 0.5 dB/km near 1300 nm, and 0.25
dB/km near 1550 nm. Multimode fiber loss is slightly higher, and bending loss will only increase
the link attenuation further.

Attenuation versus Wavelength

Since fiber loss varies with wavelength, changes in the source wavelength or use of sources
with a spectrum of wavelengths will produce additional loss. Transmission loss is minimized
near the 1550-nm wavelength band, which unfortunately does not correspond with the dis-
persion minimum at around 1310 nm. An accurate model for fiber loss as a function of wave-
length has been developed by Walker9; this model accounts for the effects of linear scattering,
macrobending, and material absorption due to ultraviolet and infrared band edges, hydroxide
(OH) absorption, and absorption from common impurities such as phosphorus. Using this
model, it is possible to calculate the fiber loss as a function of wavelength for different impu-
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rity levels; the fiber properties can be specified along with the acceptable wavelength limits of
the source to limit the fiber loss over the entire operating wavelength range. Design tradeoffs
are possible between center wavelength and fiber composition to achieve the desired result.
Typical loss due to wavelength-dependent attenuation for laser sources on single-mode fiber
can be held below 0.1 dB/km.

Connector and Splice Losses

There are also installation losses associated with fiber-optic connectors and splices; both of
these are inherently statistical in nature and can be characterized by a Gaussian distribution.
There are many different kinds of standardized optical connectors, some of which have been
discussed previously; some industry standards also specify the type of optical fiber and con-
nectors suitable for a given application.10 There are also different models which have been
published for estimating connection loss due to fiber misalignment11, 12; most of these treat
loss due to misalignment of fiber cores, offset of fibers on either side of the connector, and
angular misalignment of fibers. The loss due to these effects is then combined into an overall
estimate of the connector performance. There is no general model available to treat all types
of connectors, but typical connector loss values average about 0.5 dB worst case for multi-
mode, and slightly higher for single mode (see Table 1).

6.8 FIBER OPTICS

TABLE 1 Typical Cable Plant Optical Losses [5]

Variance
Component Description Size (µm) Mean loss (dB2)

Connectora Physical contact 62.5–62.5 0.40 dB 0.02
50.0–50.0 0.40 dB 0.02
9.0–9.0b 0.35 dB 0.06

62.5–50.0 2.10 dB 0.12
50.0–62.5 0.00 dB 0.01

Connectora Nonphysical contact 62.5–62.5 0.70 dB 0.04
(multimode only) 50.0–50.0 0.70 dB 0.04

62.5–50.0 2.40 dB 0.12
50.0–62.5 0.30 dB 0.01

Splice Mechanical 62.5–62.5 0.15 dB 0.01
50.0–50.0 0.15 dB 0.01
9.0–9.0b 0.15 dB 0.01

Splice Fusion 62.5–62.5 0.40 dB 0.01
50.0–50.0 0.40 dB 0.01

9.0–9.0b 0.40 dB 0.01

Cable IBM multimode 62.5 1.75 dB/km NA
jumper

IBM multimode 50.0 3.00 dB/km at NA
jumper 850 nm

IBM single-mode 9.0 0.8 dB/km NA
jumper

Trunk 62.5 1.00 dB/km NA
Trunk 50.0 0.90 dB/km NA
Trunk 9.0 0.50 dB/km NA

a The connector loss value is typical when attaching identical connectors. The loss can vary significantly if attach-
ing different connector types.

b Single-mode connectors and splices must meet a minimum return loss specification of 28 dB.



Optical splices are required for longer links, since fiber is usually available in spools of
1 to 5 km, or to repair broken fibers. There are two basic types, mechanical splices (which
involve placing the two fiber ends in a receptacle that holds them close together, usually
with epoxy) and the more commonly used fusion splices (in which the fibers are aligned,
then heated sufficiently to fuse the two ends together). Typical splice loss values are given
in Table 1.

6.4 LINK BUDGET ANALYSIS: OPTICAL POWER PENALTIES

Next, we will consider the assembly loss budget, which is the difference between the transmit-
ter output and receiver input powers, allowing for optical power penalties due to noise
sources in the link. We will follow the standard convention in the literature of assuming a dig-
ital optical communication link which is best characterized by its BER. Contributing factors
to link performance include the following:

� Dispersion (modal and chromatic) or intersymbol interference
� Mode partition noise
� Mode hopping
� Extinction ratio
� Multipath interference
� Relative intensity noise (RIN)
� Timing jitter
� Radiation-induced darkening
� Modal noise

Higher order, nonlinear effects, including Stimulated Raman and Brillouin scattering and fre-
quency chirping, will be discussed elsewhere.

Dispersion

The most important fiber characteristic after transmission loss is dispersion, or intersymbol
interference. This refers to the broadening of optical pulses as they propagate along the fiber.
As pulses broaden, they tend to interfere with adjacent pulses; this limits the maximum
achievable data rate. In multimode fibers, there are two dominant kinds of dispersion, modal
and chromatic. Modal dispersion refers to the fact that different modes will travel at different
velocities and cause pulse broadening. The fiber’s modal bandwidth, in units of MHz-km, is
specified according to the expression

BWmodal = BW1/Lγ (6)

where BWmodal is the modal bandwidth for a length L of fiber, BW1 is the manufacturer-
specified modal bandwidth of a 1-km section of fiber, and γ is a constant known as the modal
bandwidth concatenation length scaling factor. The term γ usually assumes a value between 0.5
and 1, depending on details of the fiber manufacturing and design as well as the operating
wavelength; it is conservative to take γ = 1.0. Modal bandwidth can be increased by mode mix-
ing, which promotes the interchange of energy between modes to average out the effects of
modal dispersion. Fiber splices tend to increase the modal bandwidth, although it is conser-
vative to discard this effect when designing a link.
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The other major contribution is chromatic dispersion, BWchrom, which occurs because dif-
ferent wavelengths of light propagate at different velocities in the fiber. For multimode fiber,
this is given by an empirical model of the form

BWchrom = (7)

where L is the fiber length in km; λc is the center wavelength of the source in nm; λw is the
source FWHM spectral width in nm; γc is the chromatic bandwidth length scaling coefficient,
a constant; λeff is the effective wavelength, which combines the effects of the fiber zero dis-
persion wavelength and spectral loss signature; and the constants a1 and a0 are determined by
a regression fit of measured data. From Ref. (13), the chromatic bandwidth for 62.5/125-
micron fiber is empirically given by

BWchrom = (8)

For this expression, the center wavelength was 1335 nm and λeff was chosen midway between
λc and the water absorption peak at 1390 nm; although λeff was estimated in this case, the
expression still provides a good fit to the data. For 50/125-micron fiber, the expression becomes

BWchrom = (9)

For this case, λc was 1313 nm and the chromatic bandwidth peaked at λeff = 1330 nm. Recall
that this is only one possible model for fiber bandwidth.1 The total bandwidth capacity of mul-
timode fiber BWt is obtained by combining the modal and chromatic dispersion contributions,
according to

= + (10)

Once the total bandwidth is known, the dispersion penalty can be calculated for a given data
rate. One expression for the dispersion penalty in dB is

Pd = 1.22 � �
2

(11)

For typical telecommunication grade fiber, the dispersion penalty for a 20-km link is about 
0.5 dB.

Dispersion is usually minimized at wavelengths near 1310 nm; special types of fiber have
been developed which manipulate the index profile across the core to achieve minimal dis-
persion near 1550 nm, which is also the wavelength region of minimal transmission loss.
Unfortunately, this dispersion-shifted fiber suffers from some practical drawbacks, including
susceptibility to certain kinds of nonlinear noise and increased interference between adjacent
channels in a wavelength multiplexing environment. There is a new type of fiber, called 
dispersion-optimized fiber, that minimizes dispersion while reducing the unwanted crosstalk
effects. By using a very sophisticated fiber profile, it is possible to minimize dispersion over
the entire wavelength range from 1300 to 1550 nm, at the expense of very high loss (around 2
dB/km); this is known as dispersion-flattened fiber. Yet another approach is called dispersion-
compensating fiber; this fiber is designed with negative dispersion characteristics, so that when
used in series with conventional fiber it will “undisperse” the signal. Dispersion-compensating
fiber has a much narrower core than standard single-mode fiber, which makes it susceptible
to nonlinear effects; it is also birefringent and suffers from polarization mode dispersion, in
which different states of polarized light propagate with very different group velocities. Note
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that standard single-mode fiber does not preserve the polarization state of the incident light;
there is yet another type of specialty fiber, with asymmetric core profiles, capable of preserv-
ing the polarization of incident light over long distances.

By definition, single-mode fiber does not suffer modal dispersion. Chromatic dispersion is
an important effect, though, even given the relatively narrow spectral width of most laser
diodes. The dispersion of single-mode fiber corresponds to the first derivative of group veloc-
ity τg with respect to wavelength, and is given by

D = = �λc − � (12)

where D is the dispersion in ps/(km-nm) and λc is the laser center wavelength. The fiber is
characterized by its zero dispersion wavelength, λ0, and zero dispersion slope, S0. Usually,
both center wavelength and zero dispersion wavelength are specified over a range of values;
it is necessary to consider both upper and lower bounds in order to determine the worst-case
dispersion penalty. This can be seen from Fig. 4, which plots D versus wavelength for some
typical values of λ0 and λc; the largest absolute value of D occurs at the extremes of this
region. Once the dispersion is determined, the intersymbol interference penalty as a function
of link length L can be determined to a good approximation from a model proposed by
Agrawal14:

Pd = 5 log [1 + 2π(BD ∆λ)2 L2] (13)

where B is the bit rate and ∆λ is the root mean square (RMS) spectral width of the source. By
maintaining a close match between the operating and zero dispersion wavelengths, this
penalty can be kept to a tolerable 0.5 to 1.0 dB in most cases.

Mode Partition Noise

Group velocity dispersion contributes to other optical penalties that remain the subject of
continuing research—mode partition noise and mode hopping. These penalties are related to
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FIGURE 4 Single-mode fiber dispersion as a function of wave-
length [5].



the properties of a Fabry-Perot type laser diode cavity; although the total optical power out-
put from the laser may remain constant, the optical power distribution among the laser’s lon-
gitudinal modes will fluctuate. This is illustrated by the model depicted in Fig. 5; when a laser
diode is directly modulated with injection current, the total output power stays constant from
pulse to pulse; however, the power distribution among several longitudinal modes will vary
between pulses. We must be careful to distinguish this behavior of the instantaneous laser
spectrum, which varies with time, from the time-averaged spectrum that is normally observed
experimentally. The light propagates through a fiber with wavelength-dependent dispersion
or attenuation, which deforms the pulse shape. Each mode is delayed by a different amount
due to group velocity dispersion in the fiber; this leads to additional signal degradation at the
receiver, in addition to the intersymbol interference caused by chromatic dispersion alone,
discussed earlier. This is known as mode partition noise; it is capable of generating bit error
rate floors such that additional optical power into the receiver will not improve the link BER.
This is because mode partition noise is a function of the laser spectral fluctuations and 
wavelength-dependent dispersion of the fiber, so the signal-to-noise ratio due to this effect is
independent of the signal power. The power penalty due to mode partition noise was first 
calculated by Ogawa15 as
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FIGURE 5 Model for mode partition noise; an optical source
emits a combination of wavelengths, illustrated by different
color blocks: (a) wavelength-dependent loss; (b) chromatic dis-
persion.



Pmp = 5 log (1 − Q2σ2
mp) (14)

where

σ2
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1
2

� k2(πB)4[A4
1∆λ4 + 42A2

1A2
2∆λ6 + 48A4

2∆λ8] (15)

A1 = DL (16)

and

A2 = (17)

The mode partition coefficient k is a number between 0 and 1 that describes how much of the
optical power is randomly shared between modes; it summarizes the statistical nature of
mode partition noise. According to Ogawa, k depends on the number of interacting modes
and rms spectral width of the source, the exact dependence being complex. However, subse-
quent work has shown16 that Ogawa’s model tends to underestimate the power penalty due to
mode partition noise because it does not consider the variation of longitudinal mode power
between successive baud periods, and because it assumes a linear model of chromatic disper-
sion rather than the nonlinear model given in the just-cited equation. A more detailed model
has been proposed by Campbell,17 which is general enough to include effects of the laser
diode spectrum, pulse shaping, transmitter extinction ratio, and statistics of the data stream.
While Ogawa’s model assumed an equiprobable distribution of zeros and ones in the data
stream, Campbell showed that mode partition noise is data dependent as well. Recent work
based on this model18 has rederived the signal variance:

σ2
mp = Eav(σ2

0 + σ2
+1 + σ2

−1) (18)

where the mode partition noise contributed by adjacent baud periods is defined by
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and the time-average extinction ratio Eav = 10 log (P1/P0), where P1,P0 represent the optical
power by a 1 and 0, respectively. If the operating wavelength is far away from the zero dis-
persion wavelength, the noise variance simplifies to

σ2
mp = 2.25 Eav (1 − e−βL2

)
2

(20)

which is valid provided that

β = (πBD∆λ)2 << 1 (21)

Many diode lasers exhibit mode hopping or mode splitting, in which the spectrum appears to
split optical power between 2 or 3 modes for brief periods of time. The exact mechanism is not
fully understood, but stable Gaussian spectra are generally only observed for CW operation
and temperature-stabilized lasers. During these mode hops the previously cited theory does
not apply, since the spectrum is non-Gaussian, and the model will overpredict the power
penalty; hence, it is not possible to model mode hops as mode partitioning with k = 1. There
is no currently published model describing a treatment of mode-hopping noise, although
recent papers19 suggest approximate calculations based on the statistical properties of the
laser cavity. In a practical link, some amount of mode hopping is probably unavoidable as a
contributor to burst noise; empirical testing of link hardware remains the only reliable way to
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reduce this effect. A practical rule of thumb is to keep the mode partition noise penalty less
than 1.0 dB maximum, provided that this penalty is far away from any noise floors.

Extinction Ratio

The receiver extinction ratio also contributes directly to the link penalties. The receiver BER
is a function of the modulated AC signal power; if the laser transmitter has a small extinction
ratio, the DC component of total optical power is significant. Gain or loss can be introduced
in the link budget if the extinction ratio at which the receiver sensitivity is measured differs
from the worst-case transmitter extinction ratio. If the extinction ratio Et at the transmitter is
defined as the ratio of optical power when a 1 is transmitted versus when a 0 is transmitted,

Et = (22)

then we can define a modulation index at the transmitter Mt according to

Mt = (23)

Similarly, we can measure the linear extinction ratio at the optical receiver input and define a
modulation index Mr. The extinction ratio penalty is given by

Per = −10 log � � (24)

where the subscripts t and r refer to specifications for the transmitter and receiver, respec-
tively. Usually, the extinction ratio is specified to be the same at the transmitter and receiver,
and is large enough that there is no power penalty due to extinction ratio effects.

Multipath Interference

Another important property of the optical link is the amount of light reflected from the fiber
endfaces that returns up the link and back into the transmitter. Whenever there is a connec-
tion or splice in the link, some fraction of the light is reflected back; each connection is thus a
potential noise generator, since the reflected fields can interfere with one another to create
noise in the detected optical signal. The phenomenon is analogous to the noise caused by mul-
tiple atmospheric reflections of radio waves, and is known as multipath interference noise. To
limit this noise, connectors and splices are specified with a minimum return loss. If there is a
total of N reflection points in a link and the geometric mean of the connector reflections is
alpha, then based on the model of Duff et al.20 the power penalty due to multipath interfer-
ence (adjusted for bit error rate and bandwidth) is closely approximated by

Pmpi = 10 log (1 − 0.7Na) (25)

Multipath noise can usually be reduced well below 0.5 dB with available connectors, whose
return loss is often better than 25 dB.

Relative Intensity Noise (RIN)

Stray light reflected back into a Fabry-Perot type laser diode gives rise to intensity fluctua-
tions in the laser output. This is a complicated phenomenon, strongly dependent on the type
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of laser; it is called either reflection-induced intensity noise or relative intensity noise (RIN).
This effect is important, since it can also generate BER floors. The power penalty due to RIN
is the subject of ongoing research; since the reflected light is measured at a specified signal
level, RIN is data dependent, although it is independent of link length. Since many laser
diodes are packaged in windowed containers, it is difficult to correlate the RIN measurements
on an unpackaged laser with those of a commercial product. There have been several detailed
attempts to characterize RIN21, 22; typically, the RIN noise is assumed Gaussian in amplitude
and uniform in frequency over the receiver bandwidth of interest. The RIN value is specified
for a given laser by measuring changes in the optical power when a controlled amount of light
is fed back into the laser; it is signal dependent, and is also influenced by temperature, bias
voltage, laser structure, and other factors which typically influence laser output power.22 If we
assume that the effect of RIN is to produce an equivalent noise current at the receiver, then
the additional receiver noise σr may be modeled as

σr = γ2 S2g B (26)

where S is the signal level during a bit period, B is the bit rate, and g is a noise exponent that
defines the amount of signal-dependent noise. If g = 0, noise power is independent of the sig-
nal, while for g = 1 noise power is proportional to the square of the signal strength. The coef-
ficient γ is given by

γ2 = Si
2(1 − g) 10(RINi/10) (27)

where RINi is the measured RIN value at the average signal level Si, including worst-case
back-reflection conditions and operating temperatures. The Gaussian BER probability due to
the additional RIN noise current is given by

Perror = �P1
e � � + P0

e � �� (28)

where σ1 and σ0 represent the total noise current during transmission of a digital 1 and 0,
respectively and P1

e and P0
e are the probabilities of error during transmission of a 1 or 0,

respectively. The power penalty due to RIN may then be calculated by determining the addi-
tional signal power required to achieve the same BER with RIN noise present as without the
RIN contribution. One approximation for the RIN power penalty is given by

Prin = −5 log �1 − Q2(BW)(1 + Mr)2g(10RIN/10)� �
2

� (29)

where the RIN value is specified in dB/Hz, BW is the receiver bandwidth, Mr is the receiver
modulation index, and the exponent g is a constant varying between 0 and 1 which relates the
magnitude of RIN noise to the optical power level. The maximum RIN noise penalty in a link
can usually be kept to below 0.5 dB.

Jitter

Although it is not strictly an optical phenomenon, another important area in link design deals
with the effects of timing jitter on the optical signal. In a typical optical link, a clock is extracted
from the incoming data signal which is used to retime and reshape the received digital pulse;
the received pulse is then compared with a threshold to determine if a digital 1 or 0 was trans-
mitted. So far, we have discussed BER testing with the implicit assumption that the measure-
ment was made in the center of the received data bit; to achieve this, a clock transition at the
center of the bit is required. When the clock is generated from a receiver timing recovery cir-
cuit, it will have some variation in time, and the exact location of the clock edge will be uncer-
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tain. Even if the clock is positioned at the center of the bit, its position may drift over time.
There will be a region of the bit interval, or eye, in the time domain where the BER is accept-
able; this region is defined as the eyewidth.1–3 Eyewidth measurements are an important param-
eter for evaluation of fiber-optic links; they are intimately related to the BER, as well as to the
acceptable clock drift, pulse width distortion, and optical power. At low optical power levels,
the receiver signal-to-noise ratio is reduced; increased noise causes amplitude variations in the
received signal. These amplitude variations are translated into time domain variations in 
the receiver decision circuitry, which narrows the eyewidth. At the other extreme, an optical
receiver may become saturated at high optical power, reducing the eyewidth and making the
system more sensitive to timing jitter. This behavior results in the typical bathtub curve shown
in Fig. 2; for this measurement, the clock is delayed from one end of the bit cell to the other,
with the BER calculated at each position. Near the ends of the cell, a large number of errors
occur; toward the center of the cell, the BER decreases to its true value. The eye opening may
be defined as the portion of the eye for which the BER remains constant; pulse width distortion
occurs near the edges of the eye, which denotes the limits of the valid clock timing. Uncertainty
in the data pulse arrival times causes errors to occur by closing the eye window and causing the
eye pattern to be sampled away from the center. This is one of the fundamental problems of
optical and digital signal processing, and a large body of work has been done in this area.23, 24 In
general, multiple jitter sources will be present in a link; these will tend to be uncorrelated. How-
ever, jitter on digital signals, especially resulting from a cascade of repeaters, may be coherent.

International standards on jitter were first published by the CCITT (Central Commission
for International Telephony and Telegraphy, now known as the International Telecommuni-
cations Union, or ITU). This standards body has adopted a definition of jitter24 as short-term
variations of the significant instants (rising or falling edges) of a digital signal from their ideal
position in time. Longer-term variations are described as wander; in terms of frequency, the
distinction between jitter and wander is somewhat unclear. The predominant sources of jitter
include the following:

� Phase noise in receiver clock recovery circuits, particularly crystal-controlled oscillator cir-
cuits; this may be aggravated by filters or other components which do not have a linear
phase response. Noise in digital logic resulting from restricted rise and fall times may also
contribute to jitter.

� Imperfect timing recovery in digital regenerative repeaters, which is usually dependent on
the data pattern.

� Different data patterns may contribute to jitter when the clock recovery circuit of a
repeater attempts to recover the receive clock from inbound data. Data pattern sensitivity
can produce as much as 0.5-dB penalty in receiver sensitivity. Higher data rates are more
susceptible (>1 Gbit/s); data patterns with long run lengths of 1s or 0s, or with abrupt phase
transitions between consecutive blocks of 1s and 0s, tend to produce worst-case jitter.

� At low optical power levels, the receiver signal-to-noise ratio, Q, is reduced; increased noise
causes amplitude variations in the signal, which may be translated into time domain varia-
tions by the receiver circuitry.

� Low frequency jitter, also called wander, resulting from instabilities in clock sources and
modulation of transmitters.

� Very low frequency jitter caused by variations in the propagation delay of fibers, connec-
tors, etc., typically resulting from small temperature variations (this can make it especially
difficult to perform long-term jitter measurements).

In general, jitter from each of these sources will be uncorrelated; jitter related to modulation
components of the digital signal may be coherent, and cumulative jitter from a series of
repeaters or regenerators may also contain some well-correlated components.

There are several parameters of interest in characterizing jitter performance. Jitter may be
classified as either random or deterministic, depending on whether it is associated with pattern-
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dependent effects; these are distinct from the duty cycle distortion that often accompanies
imperfect signal timing. Each component of the optical link (data source, serializer, transmit-
ter, encoder, fiber, receiver, retiming/clock recovery/deserialization, decision circuit) will con-
tribute some fraction of the total system jitter. If we consider the link to be a “black box” (but
not necessarily a linear system), then we can measure the level of output jitter in the absence
of input jitter; this is known as the intrinsic jitter of the link. The relative importance of jitter
from different sources may be evaluated by measuring the spectral density of the jitter.
Another approach is the maximum tolerable input jitter (MTIJ) for the link. Finally, since jit-
ter is essentially a stochastic process, we may attempt to characterize the jitter transfer func-
tion (JTF) of the link, or estimate the probability density function of the jitter. When multiple
traces occur at the edges of the eye, this can indicate the presence of data-dependent jitter or
duty cycle distortion; a histogram of the edge location will show several distinct peaks. This
type of jitter can indicate a design flaw in the transmitter or receiver. By contrast, random jit-
ter typically has a more Gaussian profile and is present to some degree in all data links.

The problem of jitter accumulation in a chain of repeaters becomes increasingly complex;
however, we can state some general rules of thumb. It has been shown25 that jitter can be gen-
erally divided into two components, one due to repetitive patterns and one due to random data.
In receivers with phase-lock loop timing recovery circuits, repetitive data patterns will tend to
cause jitter accumulation, especially for long run lengths. This effect is commonly modeled as a
second-order receiver transfer function. Jitter will also accumulate when the link is transferring
random data; jitter due to random data is of two types, systematic and random. The classic
model for systematic jitter accumulation in cascaded repeaters was published by Byrne.26 The
Byrne model assumes cascaded identical timing recovery circuits, and then the systematic and
random jitter can be combined as rms quantities so that total jitter due to random jitter may be
obtained. This model has been generalized to networks consisting of different components,27

and to nonidentical repeaters.28 Despite these considerations, for well-designed practical net-
works the basic results of the Byrne model remain valid for N nominally identical repeaters
transmitting random data; systematic jitter accumulates in proportion to N1/2; and random jitter
accumulates in proportion to N1/4. For most applications, the maximum timing jitter should be
kept below about 30 percent of the maximum receiver eye opening.

Modal Noise

An additional effect of lossy connectors and splices is modal noise. Because high-capacity
optical links tend to use highly coherent laser transmitters, random coupling between fiber
modes causes fluctuations in the optical power coupled through splices and connectors; this
phenomena is known as modal noise.29 As one might expect, modal noise is worst when using
laser sources in conjunction with multimode fiber; recent industry standards have allowed the
use of short-wave lasers (750 to 850 nm) on 50-micron fiber, which may experience this prob-
lem. Modal noise is usually considered to be nonexistent in single-mode systems. However,
modal noise in single-mode fibers can arise when higher-order modes are generated at imper-
fect connections or splices. If the lossy mode is not completely attenuated before it reaches
the next connection, interference with the dominant mode may occur. The effects of modal
noise have been modeled previously,29 assuming that the only significant interaction occurs
between the LP01 and LP11 modes for a sufficiently coherent laser. For N sections of fiber,
each of length L in a single-mode link, the worst-case sigma for modal noise can be given by

σm = �2� Nη(1 − η)e−aL (30)

where a is the attenuation coefficient of the LP11 mode and η is the splice transmission effi-
ciency, given by

η = 10−(η0/10) (31)
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where η0 is the mean splice loss (typically, splice transmission efficiency will exceed 90 per-
cent). The corresponding optical power penalty due to modal noise is given by

P = −5 log (1 − Q2σ2
m) (32)

where Q corresponds to the desired BER. This power penalty should be kept to less than 0.5 dB.

Radiation-Induced Loss

Another important environmental factor as mentioned earlier is exposure of the fiber to ion-
izing radiation damage. There is a large body of literature concerning the effects of ionizing
radiation on fiber links.30, 31 There are many factors that can affect the radiation susceptibility
of optical fiber, including the type of fiber, type of radiation (gamma radiation is usually
assumed to be representative), total dose, dose rate (important only for higher exposure lev-
els), prior irradiation history of the fiber, temperature, wavelength, and data rate. Optical
fiber with a pure silica core is least susceptible to radiation damage; however, almost all com-
mercial fiber is intentionally doped to control the refractive index of the core and cladding, as
well as dispersion properties. Trace impurities are also introduced which become important
only under irradiation; among the most important are Ge dopants in the core of graded index
(GRIN) fibers, in addition to F, Cl, P, B, OH content, and the alkali metals. In general, radia-
tion sensitivity is worst at lower temperatures, and is also made worse by hydrogen diffusion
from materials in the fiber cladding. Because of the many factors involved, a comprehensive
theory does not exist to model radiation damage in optical fibers. The basic physics of the
interaction have been described30, 31; there are two dominant mechanisms, radiation-induced
darkening and scintillation. First, high-energy radiation can interact with dopants, impurities,
or defects in the glass structure to produce color centers which absorb strongly at the operat-
ing wavelength. Carriers can also be freed by radiolytic or photochemical processes; some of
these become trapped at defect sites, which modifies the band structure of the fiber and
causes strong absorption at infrared wavelengths. This radiation-induced darkening increases
the fiber attenuation; in some cases it is partially reversible when the radiation is removed,
although high levels or prolonged exposure will permanently damage the fiber. A second effect
is caused if the radiation interacts with impurities to produce stray light, or scintillation. This
light is generally broadband, but will tend to degrade the BER at the receiver; scintillation is
a weaker effect than radiation-induced darkening. These effects will degrade the BER of a
link; they can be prevented by shielding the fiber, or partially overcome by a third mecha-
nism, photobleaching. The presence of intense light at the proper wavelength can partially
reverse the effects of darkening in a fiber. It is also possible to treat silica core fibers by briefly
exposing them to controlled levels of radiation at controlled temperatures; this increases the
fiber loss, but makes the fiber less susceptible to future irradiation. These so-called radiation-
hardened fibers are often used in environments where radiation is anticipated to play an
important role. Recently, several models have been advanced31 for the performance of fiber
under moderate radiation levels; the effect on BER is a power law model of the form

BER = BER0 + A(dose)b (33)

where BER0 is the link BER prior to irradiation, the dose is given in rads, and the constants
A and b are empirically fitted. The loss due to normal background radiation exposure over a
typical link lifetime can be held below about 0.5 dB.
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CHAPTER 7

SOLITONS IN OPTICAL FIBER
COMMUNICATION SYSTEMS

P. V. Mamyshev
Bell Laboratories—Lucent Technologies
Holmdel, New Jersey

7.1 INTRODUCTION

To understand why optical solitons are needed in optical fiber communication systems, we
should consider the problems that limit the distance and/or capacity of optical data transmis-
sion. A fiber-optic transmission line consists of a transmitter and a receiver connected with
each other by a transmission optical fiber. Optical fibers inevitably have chromatic dispersion,
losses (attenuation of the signal), and nonlinearity. Dispersion and nonlinearity can lead to the
distortion of the signal. Because the optical receiver has a finite sensitivity, the signal should
have a high-enough level to achieve error-free performance of the system. On the other hand,
by increasing the signal level, one also increases the nonlinear effects in the fiber. To compen-
sate for the fiber losses in a long distance transmission, one has to periodically install optical
amplifiers along the transmission line. By doing this, a new source of errors is introduced into
the system—an amplifier spontaneous emission noise. (Note that even ideal optical amplifiers
inevitably introduce spontaneous emission noise.) The amount of noise increases with the
transmission distance (with the number of amplifiers). To keep the signal-to-noise ratio (SNR)
high enough for the error-free system performance, one has to increase the signal level and
hence the potential problems caused by the nonlinear effects. Note that the nonlinear effects
are proportional to the product of the signal power, P, and the transmission distance, L, and
both of these multipliers increase with the distance. Summarizing, we can say that all the prob-
lems—dispersion, noise, and nonlinearity—grow with the transmission distance. The problems
also increase when the transmission bit rate (speed) increases. It is important to emphasize that
it is very difficult to deal with the signal distortions when the nonlinearity is involved, because
the nonlinearity can couple all the detrimental effects together [nonlinearity, dispersion, noise,
polarization mode dispersion (i.e., random birefringence of the fiber), polarization-dependent
loss/gain, etc]. That happens when the nonlinear effects are out of control. The idea of soliton
transmission is to guide the nonlinearity to the desired direction and use it for your benefit.
When soliton pulses are used as an information carrier, the effects of dispersion and nonlin-
earity balance (or compensate) each other and thus don’t degrade the signal quality with the
propagation distance. In such a regime, the pulses propagate through the fiber without chang-
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ing their spectral and temporal shapes. This mutual compensation of dispersion and nonlinear
effects takes place continuously with the distance in the case of “classical” solitons and peri-
odically with the so-called dispersion map length in the case of dispersion-managed solitons. In
addition, because of the unique features of optical solitons, soliton transmission can help to
solve other problems of data transmission, like polarization mode dispersion. Also, when used
with frequency guiding filters (sliding guiding filters in particular), the soliton systems provide
continuous all-optical regeneration of the signal suppressing the detrimental effects of the
noise and reducing the penalties associated with wavelength-division multiplexed (WDM)
transmission. Because the soliton data looks essentially the same at different distances along
the transmission, the soliton type of transmission is especially attractive for all-optical data net-
working. Moreover, because of the high quality of the pulses and return-to-zero (RZ) nature
of the data, the soliton data is suitable for all-optical processing.

7.2 NATURE OF THE CLASSICAL SOLITON

Signal propagation in optical fibers is governed by the Nonlinear Schroedinger equation
(NSE) for the complex envelope of the electric field of the signal.1–3 This equation describes
the combined action of the self-phase modulation and dispersion effects, which play the major
role in the signal evolution in most practical cases. Additional linear and nonlinear effects can
be added to the modified NSE.4 Mathematically, one can say that solitons are stable solutions
of NSE.1,2 In this paper, however, we will give a qualitative physical description of the soliton
regimes of pulse propagation, trying to avoid mathematics as much as possible.

Consider first the effect of dispersion. An optical pulse of width τ has a finite spectral band-
width BW ≈ 1/τ. When the pulse is transform limited, or unchirped, all the spectral components
have the same phase. In time domain, one can say that all the spectral components overlap in
time, or sit on top of each other (see Fig. 1). Because of the dispersion, different spectral com-
ponents propagate in the fiber with different group velocities, Vgr. As a result of the dispersion
action alone, the initial unchirped pulse broadens and gets chirped (frequency modulated).
The sign of the chirp depends on the sign of the fiber group velocity dispersion (see Fig. 1).

D = d� � /dλ (1)

(λ is the light wavelength). A characteristic fiber length called the dispersion length, at which
the pulse broadens by a factor sqrt(2), is determined both by the fiber dispersion and the
pulse width:

zd = (2)

(c is the speed of light). Note that the pulse spectral bandwidth remains unchanged because
the dispersion is a linear effect.

Consider now the nonlinear effect of self-phase modulation (SPM).5 Due to the Kerr
effect, the fiber refractive index depends on the signal intensity, n(I) = n0 + n2I, where n2 is the
nonlinear refractive index and intensity is I = P/A, P is the signal power and A is the fiber
effective cross-section mode area. During a pulse propagation through the fiber, different
parts of the pulse acquire different values of the nonlinear phase shift: φ(t) = 2π/λ n2I(t)L.
Here I(t) is the intensity pulse shape in time domain and L is the transmission distance. This
time-dependent nonlinear phase shift means that different parts of the pulse experience dif-
ferent frequency shifts:

δω(t) = = − n2L (3)
dI(t)
�

dt
2π
�
λ

dφ
�
dt

2πc 0.322τ2

��
λ2D

1
�
Vgr
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As one can see, the frequency shift is determined by the time derivative of the pulse shape.
Because the nonlinear refractive index in silica-based fibers is positive, the self-phase modu-
lation effect always shifts the front edge of the pulse to the “red” spectral region (downshift
in frequency), and the trailing edge of the pulse to the “blue” spectral region (upshift in fre-
quency). This means that an initially unchirped pulse spectrally broadens and gets negatively
chirped (Fig. 2). A characteristic fiber length called the nonlinear length, at which the pulse
spectrally broadens by a factor of two, is

zNL = � n2I0�
−1

(4)

Note that, when acting alone, SPM does not change the temporal intensity profile of the
pulse.

As it was mentioned earlier, when under no control, both SPM and dispersion may be very
harmful for the data transmission distorting considerably the spectral and temporal charac-
teristics of the signal. Consider now how to control these effects by achieving the soliton

2π
�
λ
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FIGURE 1 (a) Transform-limited pulse: all spectral components of the
pulse “sit” on top of each other. (b) Effect of group velocity dispersion on a
transform-limited pulse.

(b)

(a)

(a)

FIGURE 2 Effect of self-phase modulation on a transform-
limited pulse.



regime of data transmission when the combined action of these effects results in a stable prop-
agation of data pulses without changing their spectral and temporal envelopes.

In our qualitative consideration, consider the combined action of dispersion and nonlin-
earity (SPM) as an alternative sequence of actions of dispersion and nonlinearity. Assume
that we start with a chirp-free pulse (see Fig. 3). The self-phase modulation broadens the
pulse spectrum and produces a negative frequency chirp: The front edge of the pulse becomes
red-shifted, and the trailing edge becomes blue-shifted. When positive GVD is then applied
to this chirped pulse, the red spectral components are delayed in time with respect to the blue
ones. If the right amount of dispersion is applied, the sign of the pulse chirp can be reversed
to negative: The blue spectral components shift in time to the front pulse edge, while the red
spectral components move to the trailing edge. When the nonlinearity is applied again, it
shifts the frequency of the front edge to the red spectral region and upshifts the frequency of
the trailing edge. That means that the blue front edge becomes green again, the red trailing
edge also becomes green, and the pulse spectrum bandwidth narrows to its original width.
The described regime of soliton propagation is achieved when the nonlinear and dispersion
effect compensate each other exactly. In reality, the effects of dispersion and SPM act simul-
taneously, so that the pulse spectral and temporal widths stay constant with the distance, and
the only net effect is a (constant within the entire pulse) phase shift of 0.5 rad per dispersion
length of propagation.6 The condition of the soliton regime is equality of the nonlinear and
dispersion lengths: zd = zNL. One can rewrite this expression to find a relationship between the
soliton peak power, pulse width, and fiber dispersion:

P0 = (5)

Here, P0 is the soliton peak power and τ is the soliton FWHM. Soliton pulses have a sech2

form. Note that as it follows from our previous consideration, classical soliton propagation
in fibers requires a positive sign of the fiber’s dispersion, D (assuming that n2 is positive).
Consider a numerical example. For a pulse of width τ = 20 ps propagating in a fiber with 
D = 0.5 ps nm−1 km−1, fiber cross-section mode area A = 50 µm2, λ = 1.55 µm, and typical
value of n2 = 2.6 cm2/W, one can find the soliton peak power is 2.4 mW. The dispersion
length is zd = 200 km in this case.

7.3 PROPERTIES OF SOLITONS

The most important property of optical solitons is their robustness.6–20 Consider what robustness
means from a practical point of view. When a pulse is injected into the fiber, the pulse does not
have to have the exact soliton shape and parameters (Eq. 5) to propagate as a soliton. As long
as the input parameters are not too far from the optimum, during the nonlinear propagation the
pulse “readjusts” itself, shaping into a soliton and shedding off nonsoliton components. For
example, an unchirped pulse of width τ will be reshaped into a single soliton as long as its input

λ3DA
��
0.322 4π2cn2τ2

7.4 FIBER OPTICS

FIGURE 3 Qualitative explanation of classical soliton. Combined action of
dispersion and nonlinearity (self-phase modulation) results in a stable pulse
propagation with constant spectral and temporal widths. See text.



power, P, is greater than P0/4 and less than 2.25P0. Here, P0 is the soliton power determined 
by Eq. 5.3

Solitons are also robust with respect to the variations of the pulse energy and of the fiber
parameters along the transmission line. As long as these variations are fast enough (period of
perturbations is much smaller than the soliton dispersion length, zd), the soliton “feels” only
the average values of these parameters. This feature is extremely important for practical sys-
tems. In particular, it makes it possible to use solitons in long distance transmission systems
where fiber losses are periodically compensated by lumped amplifiers. As long as the ampli-
fier spacing is much less than the soliton dispersion length, Lamp << zd, classical solitons work
very well in these systems. Note that all soliton perturbations result in a loss of some part of
the soliton energy, which is radiated into dispersive waves.

Consider now a case of slow variations of parameters along the transmission when a char-
acteristic length at which a fiber parameter (or pulse energy) changes considerably is much
longer than the soliton dispersion length. Soliton parameters follow adiabatically these
changes. That means that all the parameters in Eq. 5 can be considered as distance dependent,
and Eq. 5 remains valid. It can be rewritten in the following form:

τ(z) = const = const (6)

One can derive many important consequences from this equation.13–22 One example would be
the pulse broadening (and spectral narrowing) in a fiber with loss [assuming D(z) and A(z) are
constant].13–15 Note that the soliton broadening can be used in repeaterless data transmission
systems when high-input signal power is required.15 On the other hand, one can get a pulse
compression in a fiber with adiabatic gain. Similar effects can be obtained by changing the fiber
dispersion and/or mode area along the length. For example, adiabatic soliton compression can
be obtained in a fiber with slowly decreasing dispersion (dispersion-tapered fiber).16–22

It is important to emphasize that the adiabatic soliton propagation does not necessarily
require that each of these parameters—pulse energy, fiber dispersion, and mode area—changes
adiabatically with the distance, as long as the whole expression, [D(z) A(z)]/[Energy(z)]
changes adiabatically with the distance. For example, soliton propagation in a dispersion-
tapered fiber with losses is equivalent to transmission in a lossless, constant-dispersion fiber if
the dispersion decreases with the same rate with the distance as the pulse energy [i.e., 
if D(z)/Energy(z) = const]. Note that this is true no matter what the fiber loss and the pulse 
width are.

So far, we’ve been discussing a single pulse propagation. In communication systems, one
has to deal with streams of pulses. When two or more soliton pulses propagate in the fiber at
the same wavelength, they can interact with each other: Tails from one soliton pulse may
overlap with the other pulse. Due to the cross-phase modulation effect, this overlap leads to
the frequency shifts of the interacting solitons. The signs of the frequency shifts are opposite
for the two solitons. Through the fiber dispersion, the frequency changes result in the changes
of the soliton group velocities. The strength of the interaction decreases very fast with the soli-
ton separation and for most practical applications can be considered to be negligible when the
separation is 4 to 5 times greater than the soliton pulse width, τ.23,24 The character of interac-
tion depends on the mutual optical phases of the solitons: When they are the same, the soli-
tons attract to each other; when they are out of phase, the solitons repel from each other;
when the phase difference is π/2, the solitons do not interact.

7.4 CLASSICAL SOLITON TRANSMISSION SYSTEMS

The soliton properties described earlier determine the engineering rules for designing the
soliton-based transmission systems. First, to make sure that every individual pulse is stable in
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the transmission line with constant fiber dispersion and loss periodically compensated by
lump amplifiers, the amplifier spacing, Lamp, should be much smaller than the soliton disper-
sion length, zd. To avoid considerable pulse-to-pulse interaction, the minimum distance
between adjacent pulses should be T ≥ 4τ, where 1/T is the transmission bit rate and τ is the
soliton pulse width. The pulse power determined from Eq. 5 should be considered as a path-
average power, Pav. If the signal energy decreases with the distance in the fiber spans between
the amplifiers as exp (γz) (here, γ is the loss rate), the path-average power is related to the
pulse power at the output of each amplifier (input to the fiber span), Pin, as:

Po = Pin (7)

Here, Lamp is the amplifier spacing. As it was stated earlier, the dispersion and nonlinear
effects “compensate” each other in the soliton regime of transmission, so that the pulses prop-
agate practically without changing their temporal and spectral shapes. As long as the length
scale of perturbations of the transmission parameters is much shorter than the soliton disper-
sion length, the pulses “feel” only the average parameters. Note, however, that perturbations
may lead to shedding of dispersive waves by solitons.12

There are two main sources of errors in the soliton transmission systems: fluctuations of
the pulse energies and fluctuations of the pulse arrival times.25 The origin of the energy fluc-
tuations is the same as in the other types of systems—spontaneous emission noise generated
by the amplifiers. Each amplifier contributes a noise with a spectral density (power per unit
bandwidth):

Pν = (G − 1) nsphν (8)

Here, G is the power gain of the amplifier, hν is the photon energy, and nsp ≥ 1 is the sponta-
neous emission factor that characterizes the quality of the amplifier. In the best case, when the
amplifier is highly inverted, nsp is close to unity. In a broadband transmission system (i.e.,
without in-line spectral filters), when the lumped amplifiers compensate exactly for the fiber
loss, the noise grows linearly with the distance (with the number of amplifiers). At the output
of a transmission line of length L, the path-averaged spectral density is:

Pν av = |γ| L nsp hν F(G) (9)

Here, function F(G) describes the penalty one has to pay for having high-gain amplifiers (or
long amplifier spacing):

F(G) = (10)

The penalty function has its minimum [F(G) = 1] in the case of distributed amplification
(when G → 1) and grows with G. The SNR at the output of transmission should be high
enough to have error-free transmission. Note that the noise spectral density, Pν, has units of
energy. It is also the noise energy received in any time, T, in a spectral bandwidth, 1/T. That is
why Pν is also called the equipartition energy. To have the error probability less than 10−9 and
10−15, the ratio of the pulse energy to the equipartition energy should be, correspondently, 100
and 160. For example, consider a transmission system with the average loss of 0.21 dB/km, 
nsp = 1.5, amplifier spacing of 50 km. The minimum pulse energy at the input of each fiber span
to have the error probability less than 10−9 in such a system of length L = 5000 km is 20 fJ, and
for L = 10,000 km, it is 40 fJ.

Another type of error in the soliton systems is the fluctuation in the pulse arrival times, or
timing jitter. The timing jitter can be caused by several factors. The adjacent pulse-to-pulse
interactions can cause the pulses to shift in time. As we have stated earlier, interaction prob-
lems can be practically eliminated by spacing the solitons in time by more than 4 or 5 of their
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width. A very important source of the timing jitter is the spontaneous emission noise. Every
time the noise is added to the signal, it modulates the carrier frequencies of the solitons at ran-
dom. The chromatic dispersion of the fiber then converts these frequency variations in a vari-
ation of the pulses’ arrival times. This effect is known as the Gordon-Haus effect.6,26 The
variance of the timing jitter produced by the Gordon-Haus effect is:

σ2
GH ≈ 0.2n2hnspF(G) L3 (11)

An error occurs when a pulse arrives outside of the acceptance time window, W, of the detec-
tion system (this window is usually slightly less than the bit slot, T). To have the error proba-
bility less than 10−9, the acceptance window should be greater than 12 standard deviations of
the timing jitter:

W ≥ 12σGH (12)

The Gordon-Haus jitter limits the maximum bit rate and transmission distance. As one can
see from Eq. 11, the jitter increases very fast with the distance; it also increases when τ
decreases. Another factor that limits the maximum transmission distance is that σ2

GH is pro-
portional to the pulse energy [because the pulse energy is proportional to (D/τ)], and long-
distance transmission systems should have high-enough pulse energies to keep the SNR high.
Consider a numerical example, L = 9,000 km, τ = 20 ps, nsp = 1.4, γ = −0.048 km−1, amplifier
spacing = 30 km, D = 0.5 ps/(nm−1 km−1), A = 50 µm2. Equation 11 then gives the standard devi-
ation of the Gordon-Haus timing jitter σ = 11.7 ps. As one can see, according to Eq. 12, this
jitter is too high for 10 Gbit/s transmission (1/T = 100 ps) to be error-free, because 12σGH > 1/T
in this case.

Another source of the timing jitter is the acoustic interaction of pulses.27–30 Due to the elec-
trostriction effect in the fiber, each propagating pulse generates an acoustic wave in the fiber.
Other pulses experience the refractive index change caused by the acoustic wave. The resul-
tant frequency changes of the pulses lead, through the effect of the fiber chromatic dispersion,
to the fluctuation in the arrival times. The acoustic effect causes a “long-range” interaction:
Pulses separated by a few nanoseconds can interact through this effect. One can estimate the
acoustic timing jitter from the following simplified equation:

σa ≈ 4.3 (R − 0.99)1/2 L2 (13)

Here, standard deviation, σa, is in picoseconds; dispersion, D, is in picoseconds per nanometer
per kilometer; the bit rate, R = 1/T, is in gigabits per second; and the distance, L, is in mega-
meters. Equation 13 also assumes the fiber mode area of A = 50 µm2. The acoustic jitter
increases with the bit rate, and it has even stronger dependence on the distance than the 
Gordon-Haus jitter.

As it follows from the previous considerations, the timing jitter can impose severe limita-
tions on the distance and capacity of the systems, and it has to be controlled.

7.5 FREQUENCY-GUIDING FILTERS

The Gordon-Haus and acoustic timing jitters originate from the frequency fluctuations of the
pulses. That means that by controlling the frequency of the solitons, one can control the tim-
ing jitter as well. The frequency control can be done by periodically inserting narrowband fil-
ters (so-called frequency-guiding filters) along the transmission line, usually at the amplifier
locations.31,32 If, for some reason, the center frequency of a soliton is shifted from the filter

D2

�
τ

D
�
τ

|γ|
�
A

SOLITONS IN OPTICAL FIBER COMMUNICATION SYSTEMS 7.7



peak, the filter-induced differential loss across the pulse spectrum “pushes” the pulse fre-
quency back to the filter peak. As a result, the pulse spectrum returns back to the filter peak
in a characteristic damping length, ∆. If the damping length is considerably less that the trans-
mission distance, L, the guiding filters dramatically reduce the timing jitter. To calculate the
timing jitter in a filtered system, one should replace L3 by 3L∆2 in Eq. 11, and L2 in Eq. 13
should be replaced by 2L∆. Then, we get the following expression for the Gordon-Haus jitter:

σ2
GH, f ≈ 0.6n2hnspF(G) L∆2 (14)

The damping properties of the guiding filters are determined mainly by the curvature of the
filter response in the neighborhood of its peak. That means that shallow Fabry-Perot etalon
filters can be used as the guiding filters. Fabry-Perot etalon filters have multiple peaks, and
different peaks can be used for different WDM channels. The ability of the guiding filters to
control the frequency jitter is determined both by the filter characteristics and by the soliton
spectral bandwidth. In the case of Fabry-Perot filters with the intensity mirror reflectivity, R,
and the free spectral range (FSR), the damping length is:

∆ = 0.483(τ FSR)2 Lf (15)

Here, Lf is the spacing between the guiding filters; usually, Lf equals the amplifier spacing
Lamp.

Note that the Gordon-Haus and acoustic jitters are not specific for soliton transmission
only. Any kind of transmission systems, including so-called linear transmission, are subject to
these effects. However, the guiding filters can be used in the soliton systems only. Every time
a pulse passes through a guiding filter, its spectrum narrows. Solitons can quickly recover
their bandwidth through the fiber nonlinearity, whereas for a linear transmission the filter
action continuously destroys the signal.

Note that even a more effective reduction of the timing jitter can be achieved if, in addition
to the frequency-guiding filters, an amplitude and/or phase modulation at the bit rate is applied
to the signal periodically with the distance. “Error-free” transmission over practically unlim-
ited distances can be achieved in this case (1 million kilometers at 10 Gbit/s has been demon-
strated).33,34 Nevertheless, this technique is not passive, high-speed electronics is involved, and
the clock recovery is required each time the modulation is applied. Also, in the case of WDM
transmission, all WDM channels have to be demultiplexed before the modulation and then
multiplexed back afterward; each channel has to have its own clock recovery and modulator.
As one can see, this technique shares many drawbacks of the electronic regeneration schemes.

The frequency-guiding filters can dramatically reduce the timing jitter in the systems. At
the same time, though, in some cases they can introduce additional problems. Every time a
soliton passes through the filter, it loses some energy. To compensate for this loss, the ampli-
fiers should provide an additional (excess) gain. Under this condition, the spontaneous emis-
sion noise and other nonsoliton components with the spectrum in the neighborhood of the
filter peak experience exponential growth with the distance, which reduces the SNR and can
lead to the soliton instabilities. As a result, one has to use weak-enough filters to reduce the
excess gain. In practice, the filter strength is chosen to minimize the total penalty from the
timing jitter and the excess gain.

7.6 SLIDING FREQUENCY-GUIDING FILTERS

As one can see, the excess gain prevents one from taking a full advantage of guiding filters. By
using the sliding frequency-guiding filters,35 one can essentially eliminate the problems asso-
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ciated with the excess gain. The trick is very simple: The transmission peak of each guiding fil-
ter is shifted in frequency with respect to the peak of the previous filter, so that the center fre-
quency slides with the distance with the rate of f ′ = df/dz. Solitons, thanks to the nonlinearity,
can follow the filters and slide in frequency with the distance. But all unwanted linear radia-
tion (e.g., spontaneous emission noise, nonsoliton components shedded from the solitons,
etc.) cannot slide and eventually is killed by the filters. The sliding allows one to use strong
guiding filters and even to reduce the amount of noise at the output of transmission in com-
parison with the broadband (no guiding filters) case. The maximum filter strength36 and max-
imum sliding rate35 are determined by the soliton stability. The error-free transmission of 10
Gbit/s signal over 40,000 km and 20 Gbit/s over 14,000 km was demonstrated with the sliding
frequency-guiding filters technique.37,38

It is important to emphasize that by introducing the sliding frequency-guiding filters into the
transmission line, one converts this transmission line into an effective, all-optical passive regen-
erator (compatible with WDM). Solitons with only one energy (and pulse width) can propagate
stably in such a transmission line. The parameters of the transmission line (the filter strength,
excess gain, fiber dispersion, and mode area) determine the unique parameters of these stable
solitons. The system is opaque for a low-intensity radiation (noise, for example). However, if the
pulse parameters at the input of the transmission line are not too far from the optimum soliton
parameters, the transmission line reshapes the pulse into the soliton of that line. Note, again,
that the parameters of the resultant soliton do not depend on the input pulse parameters, but
only on the parameters of the transmission line. Note also that all nonsoliton components gen-
erated during the pulse reshaping are absorbed by the filters. That means, in particular, that the
transmission line removes the energy fluctuations from the input data signal.6 Note that the
damping length for the energy fluctuations is close to the frequency damping length of Eq. 15.
A very impressive demonstration of regenerative properties of a transmission line with the
frequency-guiding filters is the conversion of a nonreturn-to-zero (NRZ) data signal (frequency
modulated at the bit rate) into a clean soliton data signal.39 Another important consequence of
the regenerative properties of a transmission line with the frequency-guiding filters is the ability
to self-equalize the energies of different channels in WDM transmission.40 Negative feedback
provided by frequency-guiding filters locks the energies of individual soliton channels to values
that do not change with distance, even in the face of considerable variation in amplifier gain
among the different channels. The equilibrium values of the energies are independent of the
input values. All these benefits of sliding frequency-guiding filters are extremely valuable for
practical systems. Additional benefits of guiding filters for WDM systems will be discussed later.

7.7 WAVELENGTH DIVISION MULTIPLEXING

Due to the fiber chromatic dispersion, pulses from different WDM channels propagate with
different group velocities and collide with each other.41 Consider a collision of two solitons
propagating at different wavelengths (different channels). When the pulses are initially sepa-
rated and the fast soliton (the soliton at shorter wavelength, with higher group velocity) is
behind the slow one, the fast soliton eventually overtakes and passes through the slow soliton.
An important parameter of the soliton collision is the collision length, Lcoll, the fiber length at
which the solitons overlap with each other. If we let the collision begin and end with the over-
lap of the pulses at half power points, then the collision length is:

Lcoll = (16)

Here, ∆λ is the solitons wavelengths difference. Due to the effect of cross-phase modulation,
the solitons shift each other’s carrier frequency during the collision. The frequency shifts for
the two solitons are equal in amplitudes (if the pulse widths are equal) and have opposite
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signs. During the first half of collision, the fast accelerates even faster (carrier frequency
increases), while the slow soliton slows down. The maximum frequency excursion, δfmax, of the
solitons is achieved in the middle of the collision, when the pulses completely overlap with
each other:

δfmax = ± = ± (17)

Here, ∆f = −c ∆λ/λ2 is the frequency separation between the solitons, and ε = 1.13P0τ is the
soliton energy. In the middle of collision, the accelerations of the solitons change their signs.
As a result, the frequency shifts in the second half of collision undo the frequency shifts of the
first half, so that the soliton frequency shifts go back to zero when the collision is complete.
This is a very important and beneficial feature for practical applications. The only residual
effect of complete collision in a lossless fiber is the time displacements of the solitons:

δtcc = ± = ± (18)

The symmetry of the collision can be broken if the collision takes place in a transmission line
with loss and lumped amplification. For example, if the collision length, Lcoll, is shorter than
the amplifier spacing, Lamp, and the center of collision coincides with the amplifier location,
the pulses intensities are low in the first half of collision and high in the second half. As a
result, the first half of collision is practically linear. The soliton frequency shifts acquired in
the first half of collision are very small and insufficient to compensate for the frequency shifts
of opposite signs acquired by the pulses in the second half of collision. This results in nonzero
residual frequency shifts. Note that similar effects take place when there is a discontinuity in
the value of the fiber dispersion as a function of distance. In this case, if a discontinuity takes
place in the middle of collision, one half of the collision is fast (where D is higher) and the
other half is slow. The result is nonzero residual frequency shifts. Nonzero residual frequency
shifts lead, through the dispersion of the rest of the transmission fiber, to variations in the
pulses arrival time at the output of transmission. Nevertheless, if the collision length is much
longer than the amplifier spacing and of the characteristic length of the dispersion variations
in the fiber, the residual soliton frequency shifts are zero, just like in a lossless uniform fiber.
In practice, the residual frequency shifts are essentially zero as long as the following condition
is satisfied:41

Lcoll ≥ 2Lamp (19)

Another important case is so-called half-collisions (or partial collisions) at the input of the
transmission.42 These collisions take place if solitons from different channels overlap at the
transmission input. These collisions result in residual frequency shifts of δfmax and the follow-
ing pulse timing shifts, δtpc, at the output of transmission of length L:

δtpc ≈ δfmax D(L − Lcoll/4) = ± (L − Lcoll/4) (20)

One can avoid half-collisions by staggering the pulse positions of the WDM channels at the
transmission input.

Consider now the time shifts caused by all complete collisions. Consider a two-channel
transmission, where each channel has a 1/T bit rate. The distance between subsequent colli-
sions is:

lcoll = (21)
T
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The maximum number of collisions that each pulse can experience is L /lcoll. This means that
the maximum time shift caused by all complete collisions is:

δtΣcc ≈ δtccL /lcoll = ± L (22)

It is interesting to note that δtΣcc does not depend on the fiber dispersion. Note also that 
Eq. 22 describes the worst case when the pulse experiences the maximum number of possible
collisions. Consider a numerical example. For a two-channel transmission, 10 Gbit/s each 
(T = 100 ps), pulse energy (ε = 50 fJ), channel wavelength separation (∆λ = 0.6 nm), fiber
mode area (A = 50 µm2 and L = 10 Mm), we find δtΣcc = 45 ps. Note that this timing shift can
be reduced by increasing the channel separation. Another way to reduce the channel-to-
channel interaction by a factor of two is to have these channels orthogonally polarized to each
other. In WDM transmission, with many channels, one has to add timing shifts caused by all
other channels. Note, however, that as one can see from Eq. 22, the maximum penalty comes
from the nearest neighboring channels.

As one can see, soliton collisions introduce additional jitter to the pulse arrival time, which
can lead to considerable transmission penalties. As we saw earlier, the frequency-guiding fil-
ters are very effective in suppressing the Gordon-Haus and acoustic jitters. They can also be
very effective in suppressing the timing jitter induced by WDM collisions. In the ideal case of
parabolical filters and the collision length being much longer than the filter spacing, Lcoll >>
Lf, the filters make the residual time shift of a complete collision, δtcc, exactly zero. They also
considerably reduce the timing jitter associated with asymmetrical collisions and half-
collisions. Note that for the guiding filters to work effectively in suppressing the collision
penalties, the collision length should be at least a few times greater than the filter spacing.
Note also that real filters, such as etalon filters, do not always perform as good as ideal
parabolic filters. This is true especially when large-frequency excursions of solitons are
involved, because the curvature of a shallow etalon filter response reduces with the deviation
of the frequency from the filter peak. In any case, filters do a very good job in suppressing the
timing jitter in WDM systems.

Consider now another potential problem in WDM transmission, which is the four-wave
mixing. During the soliton collisions, the four-wave mixing spectral sidebands are generated.
Nevertheless, in the case of a lossless, constant-dispersion fiber, these sidebands exist only
during the collision, and when the collision is complete, the energy from the sidebands regen-
erates back into the solitons. That is why it was considered for a long time that the four-wave
mixing should not be a problem in soliton systems. But this is true only in the case of a trans-
mission in a lossless fiber. In the case of lossy fiber and periodical amplification, these pertur-
bations can lead to the effect of the pseudo-phase-matched (or resonance) four-wave
mixing.43 The pseudo-phase-matched four-wave mixing lead to the soliton energy loss to the
spectral sidebands and to a timing jitter (we called that effect an extended Gordon-Haus
effect).43 The effect can be so strong that even sliding frequency-guiding filters are not effec-
tive enough to suppress it. The solution to this problem is to use dispersion-tapered fiber
spans. As we have discussed earlier, soliton propagation in the condition:

= const (23)

is identical to the case of lossless, constant-dispersion fiber. That means that the fiber disper-
sion in the spans between the amplifiers should decrease with the same rate as the signal
energy. In the case of lumped amplifiers, this is the exponential decay with the distance. Note
that the dispersion-tapered spans solve not just the four-wave mixing problem. By making the
soliton transmission perturbation-free, they lift the requirements to have the amplifier spacing
much shorter than the soliton dispersion length. The collisions remain symmetrical even when
the collision length is shorter than the amplifier spacing. (Note, however, that the dispersion-
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tapered fiber spans do not lift the requirement to have guiding filter spacing as short as possi-
ble in comparison with the collision length and with the dispersion length.) The dispersion-
tapered fiber spans can be made with the present technology.22 Stepwise approximation of the
exact exponential taper made of fiber pieces of constant dispersion can also be used.43 It was
shown numerically and experimentally that by using fiber spans with only a few steps one can
dramatically improve the quality of transmission.44,45 In the experiment, each fiber span was
dispersion tapered typically in three or four steps, the path-average dispersion value was 0.5 ±
0.05 ps nm−1 km−1 at 1557 nm. The use of dispersion-tapered fiber spans together with sliding
frequency-guiding filters allowed transmission of eight 10-Gbit/s channels with the channel
spacing, ∆λ = 0.6 nm, over more than 9000 km. The maximum number of channels in this
experiment was limited by the dispersion slope, dD/dλ, which was about 0.07 ps nm−2 km−1.
Because of the dispersion slope, different WDM channels experience different values of dis-
persion. As a result, not only the path average dispersion changes with the wavelength, but the
dispersion tapering has exponential behavior only in a vicinity of one particular wavelength in
the center of the transmission band. Wavelength-division multiplexed channels located far
from that wavelength propagate in far from the optimal conditions. One solution to the prob-
lem is to use dispersion-flattened fibers (i.e., fibers with dD/dλ = 0). Unfortunately, these types
of fibers are not commercially available at this time. This and some other problems of classical
soliton transmission can be solved by using dispersion-managed soliton transmission.46–63

7.8 DISPERSION-MANAGED SOLITONS

In the dispersion-managed (DM) soliton transmission, the transmission line consists of the
fiber spans with alternating signs of the dispersion. Let the positive and negative dispersion
spans of the map have lengths and dispersions, L+, D+ and L−, D−, respectively. Then, the path-
average dispersion, Dav is:

Dav = (D+L+ + L−D−)/Lmap (24)

Here, Lmap, is the length of the dispersion map:

Lmap = L+ + L− (25)

Like in the case of classical soliton, during the DM soliton propagation, the dispersion and
nonlinear effects cancel each other. The difference is that in the classical case, this cancella-
tion takes place continuously, whereas in the DM case, it takes place periodically with the
period of the dispersion map length, Lmap. The strength of the DM is characterized by a
parameter, S, which is determined as47,50,52

S = (26)

The absolute values of the local dispersion are usually much greater than the path aver-
age dispersion: |D+|, |D−| >> |Dav|. As one can see from Eq. 26, the strength of the map is 
proportional to the number of the local dispersion lengths of the pulse in the map length: 
S ≈ Lmap/zd, local. The shape of the DM solitons are close to Gaussian. A very important fea-
ture of DM solitons is the so-called power enhancement. Depending on the strength of the
map, the pulse energy of DM solitons, εDM, is greater than that of classical solitons, ε0, prop-
agating in a fiber with constant dispersion, D = Dav:47,50

εDM ≈ ε0 (1 + 0.7S2) (27)

Note that this equation assumes lossless fiber. The power enhancement effect is very impor-
tant for practical applications. It provides an extra degree of freedom in the system design by
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τ2

λ2

�
2πc
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giving the possibility to change the pulse energy while keeping the path-average fiber disper-
sion constant. In particular, because DM solitons can have adequate pulse energy (to have a
high-enough SNR) at or near zero path average dispersion, timing jitter from the Gordon-
Haus and acoustic effects is greatly reduced (for example, the variance of the Gordon-Haus
jitter, σ2, scales almost as 1/εDM).49 Single-channel high-bit-rate DM soliton transmission over
long distances with weak guiding filters and without guiding filters was experimentally
demonstrated.46,51

Dispersion-managed soliton transmission is possible not only in transmission lines with pos-
itive dispersion, Dav > 0, but also in the case of Dav = 0 and even Dav < 0.52 To understand this,
consider qualitatively the DM soliton propagation (Fig. 4). Locally, the dispersive effects are
always stronger than the nonlinear effect (i.e., the local dispersion length is much shorter than
the nonlinear length). In the zero approximation, the pulse propagation in the map is almost
linear. Let’s call the middle of the positive D sections “point a,” the middle of the negative sec-
tions “point c,” transitions between positive and negative sections “point b,” and transitions
between negative and positive sections “point d.” The chirp-free (minimum pulse width) posi-
tions of the pulse are in the middle of the positive- and negative-D sections (points a and c).
The pulse chirp is positive between points a, b, and c (see Fig. 4). That means that the high-
frequency (blue) spectral components of the pulse are at the front edge of the pulse, and the
low-frequency (red) components are at the trailing edge. In the section c-d-a, the pulse chirp is
negative. The action of the nonlinear SPM effect always downshifts in frequency the front edge
of the pulse and up shifts in frequency the trailing edge of the pulse. That means that the non-
linearity decreases the spectral bandwidth of positively chirped pulses (section a-b-c) and
increases the spectral bandwidth of negatively chirped pulses (section c-d-a). This results in the
spectral bandwidth behavior also shown in Fig. 4: The maximum spectral bandwidth is
achieved in the chirp-free point in the positive section, whereas the minimum spectral band-
width is achieved in the chirp-free point in the negative section. The condition for the pulses to
be DM solitons is that the nonlinear phase shift is compensated by the dispersion-induced
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FIGURE 4 Qualitative description of dispersion-managed (DM) soliton
transmission. Distance evolution of the fiber dispersion [D(z)], pulse chirp,
pulse width [τ(z)], and pulse bandwidth [BW(z)]. Evolution of the pulse shape
in different fiber sections is shown in the bottom.



phase shift over the dispersion map length. That requires that 	 D BW2 dz > 0 (here, BW is 
the pulse spectral bandwidth). Note that in the case of classical solitons, when spectral band-
width is constant, this expression means that dispersion, D, must be positive. In the DM case,
however, the pulse bandwidth is wider in the positive-D section than in the negative-D sec-
tion. As a result, the integral can be positive, even when Dav = 	 Ddz/Lmap is zero or negative.
Note that the spectral bandwidth oscillations explain also the effect of power enhancement of
DM solitons.

Consider interaction of adjacent pulses in DM systems.54 The parameter that determines
the strength of the interaction is the ratio τ/T (here, τ is the pulse width and T is the spacing
between adjacent pulses). As in the case of classical soliton transmission, the cross-phase
modulation effect (XPM) shifts the frequencies of the interacting pulses, ∆fXPM, which, in turn,
results in timing jitter at the output of the transmission. As it was discussed earlier, the classi-
cal soliton interaction increases very quickly with τ/T. To avoid interaction-induced penalties
in classical soliton transmission systems, the pulses should not overlap significantly with each
other: τ/T should be less than 0.2 to 0.3. In the DM case, the situation is different. The pulse
width in the DM case oscillates with the distance τ(z); that means that the interaction also
changes with distance. Also, because the pulses are highly chirped when they are significantly
overlapped with each other, the sign of the interaction is essentially independent of the
mutual phases of the pulses. Cross-phase modulation always shifts the leading pulse to the red
spectral region, and the trailing pulse shifts to the blue spectral region. The XPM-induced fre-
quency shifts of interacting solitons per unit distance is:

≈ ±0.15 Φ(τ/T) (28)

The minus sign in Eq. 28 corresponds to the leading pulse, and the plus sign corresponds
to the trailing pulse. Numerically calculated dimensionless function, Φ(τ/T), is shown in Fig.
5. As it follows from Eq. 28, Φ(τ/T) describes the strength of the XPM-induced interaction of
the pulses as a function of the degree of the pulse overlap. One can see that the interaction is
very small when τ/T is smaller than 0.4 (i.e., when the pulses barely overlap), which is similar
to the classical soliton propagation. The strength of the interaction of DM solitons also
increases with τ/T, but only in the region 0 < τ/T < 1. In fact, the interaction reaches its maxi-
mum at τ/T ≈ 1 and then decreases and becomes very small again when τ/T >> 1 (i.e., when
the pulses overlap nearly completely). There are two reasons for such an interesting behavior
at τ/T >> 1. The XPM-induced frequency shift is proportional to the time derivative of the

2πn2ε
�
λT2A

d ∆fXPM
�

dz
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FIGURE 5 Dimensionless function, Φ(τ/T), describing the
XPM-induced frequency shift of two interacting chirped Gauss-
ian pulses as a function of the pulse width normalized to the
pulse separation.



interacting pulse’s intensity, and the pulse derivative reduces with the pulse broadening. Also,
when the pulses nearly completely overlap, the sign of the derivative changes across the
region of overlap so that the net effect tends to be canceled out.

Based on Eq. 28 and Fig. 5, one can distinguish three main regimes of data transmission in
DM systems. In all these regimes, the minimum pulse width is, of course, less than the bit slot,
T. The regimes differ from each other by the maximum pulse breathing with the distance. In
the first, “non-pulse-overlapped,” regime, adjacent pulses barely overlap during most of the
transmission, so that the pulse interaction is not a problem in this case. This is the most stable
regime of transmission. In the “partially-pulse-overlapped” regime, the adjacent pulses spend
a considerable portion of the transmission being partially overlapped [τ(z) being around T].
Cross-phase modulation causes the frequency and timing jitter in this case. In the third,
“pulse-overlapped,” regime, the adjacent pulses are almost completely overlapped with each
other during most of the transmission [τmin (Lmap/zd, local) >> T]. The XPM-induced pulse-to-
pulse interaction is greatly reduced in this case in comparison with the previous one. The main
limiting factor for this regime of transmission is the intrachannel four-wave mixing taking
place during strong overlap of adjacent pulses.54 The intrachannel four-wave mixing leads to
the amplitude fluctuations of the pulses and “ghost” pulse generation in the “zero” slots of
the data stream.

7.9 WAVELENGTH-DIVISION MULTIPLEXED DISPERSION-
MANAGED SOLITON TRANSMISSION

One of the advantages of DM transmission over classical soliton transmission is that the local
dispersion can be very high (|D+|, |D−| >> |Dav|), which efficiently suppresses the four-wave mix-
ing from soliton-soliton collisions in WDM. Consider the timing jitter induced by collisions in
the non-pulse-overlapped DM transmission. The character of the pulse collisions in DM sys-
tems is quite different from the case of a transmission line with uniform dispersion: In the for-
mer, the alternating sign of the high local dispersion causes the colliding solitons to move
rapidly back and forth with respect to each other, with the net motion determined by Dav.56–59

Because of this rapid breathing of the distance between the pulses, each net collision actually
consists of many fast or “mini” collisions. The net collision length can be estimated as:59

Lcoll ≈ + ≈ + (29)

Here, τ is the minimum (unchirped) pulse width. Here, we also defined the quantity τeff �
L+D+∆λ, which plays the role of an effective pulse width. For strong dispersion management,
τeff is usually much bigger than τ. Thus, Lcoll becomes almost independent of ∆λ and much
longer than it is for classical solitons subject to the same Dav. As a result, the residual frequency
shift caused by complete pulse collisions tends to become negligibly small for transmission
using strong maps.58 The maximum frequency excursion during the DM soliton collision is:59

δfmax ≈ ± = ± (30)

Now, we can estimate the time shift of the solitons per complete collision:

δtcc ≈ Dav λ2/c 	 δfdz ≈ αDavLcoll δfmax λ2/c ≈ ±α (31)

Here, α ≤ 1 is a numerical coefficient that takes into account the particular shape of the fre-
quency shift as a function of distance. Consider now the time shifts caused by all collisions. In

2n2ελ
��
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2n2ε
��
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2n2ε
��
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�
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2τ
�
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��
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a two-channel transmission, the distance between subsequent collisions is lcoll = T/(Dav∆λ).
The maximum number of complete collisions at the transmission distance, L, is (L − Lcoll)/lcoll

(we assume that L > Lcoll), and the number of incomplete collisions at the end of transmission
is Lcoll/lcoll. The timing shift caused by all these collisions can be estimated as

δtΣc ≈ δtcc (L − Lcoll/2)/lcoll = ±α (L − Lcoll/2) (32)

Consider the problem of initial partial collisions. As it was discussed earlier for the case of
classical solitons, initial partial collisions can be a serious problem by introducing large timing
jitter at the output of transmission. On the other hand, for the classical case, one could avoid
the half-collisions by staggering the pulse positions of the WDM channels at the transmission
input. The situation is very different for the DM case. In the DM case, the collision length is
usually longer than the distance between subsequent collisions (i.e., Lcoll > lcoll). Thus, a pulse
can collide simultaneously with several pulses of another channel. The maximum number of
such simultaneous collisions is Nsc ≈ Lcoll/lcoll = 2τ/T + [(D+ − Dav)L+ ∆λ]/T. Note that Nsc

increases when the channel spacing, ∆λ, increases. The fact that the collision length is greater
than the distance between collisions also means that initial partial collisions are inevitable in
DM systems. Moreover, depending on the data pattern in the interacting channel, each pulse
can experience up to Nsc initial partial collisions with that channel (not just one as in the clas-
sical case). As a consequence, the residual frequency shifts can be bigger than δfmax. The total
time shift caused by the initial partial collisions at distance L > Lcoll can be estimated as:

δτpc ≈ βδfmaxNsc(L − Lcoll/2)Davλ2/c ≈ ±β (L − Lcoll/2) (33)

Here, β ≤ 1 is a numerical coefficient that takes into account the particular shape of the fre-
quency shift as a function of distance for a single collision.

Equations 32 and 33 assume that the transmission distance is greater than the collision
length. When L > Lcoll, these equations should be replaced by:

δtΣc, pc ≈ (α, β) Davδfmax ≈ ±(α, β) (34)

Note that the signs of the timing shifts caused by initial partial collisions and by complete col-
lisions are opposite. Thus, the maximum (worst-case) spread of the pulse arriving times
caused by pulse collisions in the two-channel WDM transmission is described by:

δtmax = |δtpc| + |δtΣc| (35)

In a WDM transmission with more than two channels, one has to add contributions to the
time shift from all the channels. Note that the biggest contribution makes the nearest neigh-
boring channels, because the time shift is inversely proportional to the channel spacing, ∆λ.
Now, we can summarize the results of Eqs. 32 through 35 as follows. When L > Lcoll (Eqs.
32–33), corresponding to very long distance transmission, δtmax increases linearly with the dis-
tance and almost independently of the path-average dispersion, Dav. When L < Lcoll (Eq. 34),
which corresponds to short-distance transmission and/or very low path-average dispersion,
δtmax increases quadratically with the distance and in proportion to Dav. Note also that the
WDM data transmission at near zero path-averaged dispersion, Dav = 0, may not be desirable,
because Lcoll → ∞ and frequency excursions δfmax → ∞ when D� → 0 (see Eq. 30). Thus, even
though Eq. 34 predicts the time shift to be zero when Dav is exactly zero, the frequency shifts
of the solitons can be unacceptably large and Eq. 34 may be no longer valid. There are also
practical difficulties in making maps with Dav < 0.1 ps nm−1 km−1 over the wide spectral range
required for dense WDM transmission.

L2
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It is interesting to compare these results with the results for the case of classical solitons
(Eqs. 17–22). The time shifts per complete collisions (Eqs. 18 and 31) are about the same, the
time shifts from all initial partial collisions (Eqs. 20 and 33) are also close to each other. The
total maximum time shifts from all collisions are also close to each other for the case of long
distance transmission. That means that, similar to the classical case, one has to control the 
collision-induced timing jitter when it becomes too large. As it was discussed earlier, the slid-
ing frequency-guiding filters are very effective in suppressing the timing jitter. Because the
collision length in DM systems is much longer than in classical systems, and, at the same time,
it is almost independent of the channel wavelength separation, the requirement that the col-
lision length is much greater than the filter spacing, Lcoll >> Lf, is easy to meet. As a result, the
guiding filters suppress the timing jitter in DM systems even more effective than in classical
soliton systems. The fact that the frequency excursions during collisions are much smaller in
DM case, also makes the filters to work more effectively.

As we have discussed previously, many important features of DM solitons come from the
fact that the soliton spectral bandwidth oscillates with the distance. That is why guiding fil-
ters alter the dispersion management itself and give an additional degree of freedom in the
system design.60 Note also that the position of the filters in the dispersion map can change
the soliton stability in some cases.61 It should also be noted that because of the weak depen-
dence of the DM soliton spectral bandwidth on the soliton pulse energy, the energy fluctua-
tions damping length provided by the guided filters is considerably longer than the
frequency damping length.62 This is the price one has to pay for many advantages of DM soli-
tons. From the practical point of view, the most important advantage is the flexibility in sys-
tem design and freedom in choosing the transmission fibers. For example, one can upgrade
existing systems by providing an appropriate dispersion compensation with dispersion com-
pensation fibers or with lumped dispersion compensators (fiber Bragg gratings, for exam-
ple). The biggest advantage of DM systems is the possibility to design dispersion maps with
essentially zero dispersion slope of the path-average dispersion, dDav/dλ, by combining com-
mercially available fibers with different signs of dispersion and dispersion slopes. (Note that
it was a nonzero dispersion slope that limited the maximum number of channels in classical
soliton long distance WDM transmission.) This was demonstrated in the experiment where
almost flat average dispersion, Dav = 0.3 ps nm−1 km−1 was achieved by combining standard,
dispersion-compensating, and True-Wave (Lucent nonzero dispersion-shifted) fibers.63 By
using sliding frequency-guiding filters and this dispersion map, “error-free” DM soliton
transmission of twenty-seven 10-Gbit/s WDM channels was achieved over more than 9000
km without using forward error correction. It was shown that once the error-free transmis-
sion with about 10 channels is achieved, adding additional channels practically does not
change performance of the system. (This is because, for each channel, only the nearest
neighboring channels degrade its performance.) The maximum number of WDM channels in
this experiment was limited only by the power and bandwidth of optical amplifiers used in
the experiment. One can expect that the number of channels can be increased by a few times
if more powerful and broader-bandwidth amplifiers are used.

7.10 CONCLUSION

We considered the basic principles of soliton transmission systems. The main idea of the “soli-
ton philosophy” is to put under control, balance, and even to extract the maximum benefits
from otherwise detrimental effects of the fiber dispersion and nonlinearity. The “soliton
approach” is to make transmission systems intrinsically stable. Soliton technology is a very
rapidly developing area of science and engineering, which promises a big change in the func-
tionality and capacity of optical data transmission and networking.
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CHAPTER 8

TAPERED-FIBER COUPLERS, MUX
AND DEMUX

Daniel Nolan
Corning Inc.
Corning, New York

8.1 INTRODUCTION

Fiber-optic couplers, including splitters and wavelength-division multiplexing (WDM) com-
ponents, have been used extensively over the last two decades. This use continues to grow
both in quantity and in the ways in which the devices are used. The uses today include, among
other applications, simple splitting for signal distribution and wavelength multiplexing and
demultiplexing multiple wavelength signals.

Fiber-based splitters and WDM components are among the simplest devices. Other tech-
nologies that can be used to fabricate components that exhibit similar functions include the
planar waveguide and micro-optic technologies. These devices are, however, most suitable for
integrated-optics in the case of planar or more complex devices in the case of micro-optic
components. In this chapter, we will show the large number of optical functions that can be
achieved with simple tapered fiber components. We will also describe the physics of the prop-
agation of light through tapers in order to better understand the breadth of components that
can be fabricated with this technology. The phenomenon of coupling includes an exchange of
power that can depend both on wavelength and on polarization. Beyond the simple 1 × 2
power splitter, other devices that can be fabricated from tapered fibers include 1 × N devices,
wavelength multiplexing, polarization multiplexing, switches, attenuators, and filters.

Fiber-optic couplers have been fabricated since the early seventies. The fabrication tech-
nologies have included fusion tapering,1–3 etching,4 and polishing.5–7 The tapered single-mode
fiber-optic power splitter is perhaps the most universal of the single-mode tapered devices.8 It
has been shown that the power transferred during the tapering process involves an initial adi-
abatic transfer of the power in the input core to the cladding/air interface.9 The light is then
transferred to the adjacent core-cladding mode. During the up-tapering process, the input light
will transfer back onto the fiber cores. In this case, it is referred to as a cladding mode coupling
device. Light that is transferred to a higher-order mode of the core-cladding structure leads to
an excess loss. This is because these higher-order modes are not bounded by the core and are
readily stripped by the higher index of the fiber coating.

In the tapered fiber coupler process, two fibers are brought into close proximity after the
protective plastic jacket is removed. Then, in the presence of a torch, the fibers are fused and
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stretched (see Fig. 1). The propagation of light through this tapered region is described using
Maxwell’s vector equations, but for a good approximation the scalar wave equation is valid.
The scalar wave equation, written in cylindrical coordinates, is expressed as

[1/r d/dr r d/dr − υ′2 /r2 + k2nl2 − β2 −(V/a)2 f(r/a)] ψ = εµ d2 ψ/dt2 (1)

In Eq. (1), n1 is the index value at r = 0, β is the propagation constant, which is to be deter-
mined, a is the core radius, f (r /a) is a function describing the index distribution with radius,
and V is the modal volume

V = 2πan1 (2)

With

∆ = (3)

As light propagates in the single-mode fiber, it is not confined to the core region, but extends
out into the surrounding region. As the light propagates through the tapered region, it is
bounded by the shrinking, air-cladding boundary.

In the simplest case, the coupling from one cladding to the adjacent one can be described
by perturbation theory.10 In this case, the cladding air boundary is considered as the wave-
guide outer boundary, and the exchange of power along z is described as

P = sin2 [CZ] (4)

C = 2π/[λα2] �[1 − (n�1/n2)2�]� (5)

[n12 − n22]/(n12 − n22)1.5

K0[2(α + (2πd/λ)) �[n12 −�n22]�]/

K12�α�[n12 −�n2]��
with α = 2πn1/λ (6)

It is important to point out that Eqs. (4) and (5) are only a first approximation. These equations
are derived using first-order perturbation theory. Also, the scalar wave equation is not strictly

[n12 − n22]
��

[2n12]

[�[2∆]�]
�

λ
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FIGURE 1 Fused biconic tapered coupler process. The fibers are stripped of
their coating and fused and tapered using a heat source.



valid under the presence of large index differences, such as at a glass/air boundary. However,
these equations describe a number of important effects. The sinusoidal dependence of the
power coupled with wavelength, as well as the dependence of power transfer with cladding
diameter and other dependencies, is well described with the model.

Equation (4) can be described by considering the light input to one core as a superposition
of symmetric and antisymmetric modes.10 These modes are eigen solutions to the composite
two-core structure. The proper superposition of these two modes enables one to impose input
boundary conditions for the case of a two-core structure. The symmetric and antisymmetric
modes are written

Ψs = (7)

Ψa = (8)

Light input onto one core is described with Ψ1 at z = 0,

Ψ1 = (9)

Propagation through the coupler is characterized with the superposition of Ψs and Ψa. This
superposition describes the power transfer between the two guides along the direction of
propagation.10 The propagation constants of Ψs and Ψa are slightly different, and this value
can be used to estimate excess loss under certain perturbations.

8.2 ACHROMATICITY

The simple sinusoidal dependence of the coupling with wavelength as just described is not
always desired, and often a more achromatic dependence of the coupling is required. This can
be achieved when dissimilar fibers10 are used to fabricate the coupler. Fibers are characterized
as dissimilar when the propagation constants of the guides are of different values. When dis-
similar fibers (see Fig. 2) are used, Eqs. (4) and (5) can be replaced with

P1(z) = P1(0) + F2 {P2(0) − P1(0) + [(B1 − B2)/C] [P1(0) P2(0)]5 } sin2 (Cz/F) (10)

where

F = 1./ �1 + /[4 C2]�
1/2

(11)

In most cases, the fibers are made dissimilar by changing the cladding diameter of one of the
fibers. Etching or pre-tapering one of the fibers can do this. Another approach is to slightly
change the cladding index of one of the fibers.11 When dissimilar fibers are used, the total
amount of power coupled is limited. As an example, an achromatic 3 dB coupler is made
achromatic by operating at the sinusoidal maximum with wavelength rather than at the power
of maximum power change with wavelength. Another approach to achieve achromaticity is to
taper the device such that the modes expand well beyond the cladding boundaries.12 This con-
dition greatly weakens the wavelength dependence of the coupling. This has been achieved by
encapsulating the fibers in a third matrix glass with an index very close to that of the fiber’s
cladding index. The difference in index between the cladding and the matrix glass is on the
order of 0.001. The approach of encapsulating the fibers in a third-index material13,14 is also

B2
1 − Bc

2

�
4C2

[ψs + ψa]
��

�2�

[ψ1 − ψ2]
��

�2�

[ψ1 + ψ2]
��

�2�
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useful for reasons other than achromaticity. One reason is that the packaging process is sim-
plified. Also, a majority of couplers made for undersea applications use this method because
it is a proven approach to ultra high reliability.

The wavelength dependence of the couplers just described is most often explained using
mode coupling and perturbation theory. Often, numerical analysis is required in order to ex-
plain the effects that the varying taper angles have on the overall coupling. An important
numerical approach is the beam propagation method.15 In this approach, the propagation of
light through a device is solved by an expansion of the evolution operator using a Taylor series
and with the use of fast Fourier transforms to evaluate the appropriate derivatives. In this
way, the propagation of the light can be studied as it couples to the adjacent guides or to higher
order modes.

8.3 WAVELENGTH DIVISION MULTIPLEXING

Besides power splitting, tapered couplers can be used to separate wavelengths. To accomplish
this separation, we utilize the wavelength dependence of Eqs. (4) and (5). By proper choice of
the device length and taper ratio, two predetermined wavelengths can be put out onto two dif-
ferent ports. Wavelengths from 50 to 600 nms can be split using this approach. Applications
include the splitting and/or combining of 1480 nm and 1550 nm light, as well as multiplexing
980 nm and 1550 nm onto an erbium fiber for signal amplification. Also important is the split-
ting of the 1310 to 1550 nm wavelength bands, which can be achieved using this approach.

8.4 1 ¥ N POWER SPLITTERS

Often it is desirable to split a signal onto a number of output ports. This can be achieved by
concatenating 1 × 2 power splitters. Alternatively, one can split the input simultaneously onto
multiple output ports16,17 (see Fig. 3). Typically, the output ports are of the form 2^N (i.e., 2, 4,
8, 16). The configuration of the fibers in the tapered region affects the distribution of the out-
put power per port. A good approach to achieve uniform 1 × 8 splitting is described in Ref. 18.
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FIGURE 2 Achromatic couplers are fabricated by
tapering two fibers with different propagating charac-
teristics in the region of coupling.



8.5 SWITCHES AND ATTENUATORS

In a tapered device, the power coupled over to the adjacent core can be significantly affected
by bending the device at the midpoint. By encapsulating two fibers before tapering in a third
index medium (see Fig. 4), the device is rigid and can be reliably bent in order to frustrate the
coupling. The bending establishes a difference in the propagation constants of the two guid-
ing media, preventing coupling or power transfer.

This approach can be used to fabricate both switches and attenuators. Switches with up to
30 dB crosstalk and attenuators with variable crosstalk up to 30 dB as well over the erbium
wavelength band have been fabricated. Displacing one end of a 1-cm taper by 1 millimeter 
is enough to alter the crosstalk by the 30-dB value. Applications for attenuators have been
increasing significantly over the last few years. An important reason is to maintain the gain in
erbium-doped fiber amplifiers. This is achieved by limiting the amount of pump power into
the erbium fiber. Over time, as the pump degrades, the power output of the attenuator is
increased in order to compensate for the pump degradation.
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FIGURE 3 MXN couplers are fabricated by fusing and tapering fibers of the appropriate configuration.
These configurations have been commercialized by Gould, BT&D, and Corning.

FIGURE 4 The coupling can be affected by bending the coupler at
the midsection. Switched and variable attenuators are fabricated in
this manner.



8.6 MACH-ZEHNDER DEVICES

Devices to split narrowly spaced wavelengths are very important. As previously mentioned,
tapers can be designed such that wavelengths from 60 nm to 600 nm can be split in a tapered
device. Dense WDM networks require splitting of wavelengths with separations on the order
of nms. Fiber-based Mach-Zehnder devices enable such splitting. Monolithic fiber-based
Mach-Zehnders can be fabricated using fibers with different cores (see Fig. 5),20 (i.e., different
propagation constants). Two or more tapers can be used to cause light from two different
optical paths to interfere. The dissimilar cores enable light to propagate at different speeds
between the tapers, causing the required constructive and destructive interference. These
devices are environmentally stable due to the monolithic structure. Mach-Zehnders can also
be fabricated using fibers with different lengths between the tapers. In this approach, it is the
packaging that enables an environmentally stable device.

Multiple tapers can be used to fabricate devices with a wavelength spectra with higher-
order Fourier components.23 Figure 6 shows the spectrum of a three-tapered band splitter.

Mach-Zehnders and lattice filters can also be fabricated by tapering single-fiber devices.24

In the tapered regions, the light couples to a cladding mode. The cladding mode propagates
between tapers since a lower index overcladding replaces the higher index coating material.
An interesting application for these devices is as gain-flattening filters for amplifiers.

8.7 POLARIZATION DEVICES

It is well-known that two polarization modes propagate in single-mode fiber. Most optical fiber
modules allow both polarizations to propagate, but specify that the performance of the com-
ponents be insensitive to the polarization states of the propagating light. However, this is often
not the situation for fiber-optic sensor applications. Often, the state of polarization is impor-
tant to the operation of the sensor itself. In these situations, polarization-maintaining fiber 
is used. Polarization components such as polarization-maintaining couplers and also single-
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polarization devices are used. In polarization-maintaining fiber, a difference in propagation
constants of the polarization modes prevents mode coupling or exchange of energy. This 
is achieved by introducing stress or shape birefringence within the fiber core. A significant
difference between the two polarization modes is maintained as the fiber twists in a cable or
package.

In many fiber sensor systems, tapered fiber couplers are used to couple light from one core
to another. Often the couplers are composed of birefringent fibers24 (see Fig. 7). This is done
in order to maintain the alignment of the polarizations to the incoming and outgoing fibers
and also to maintain the polarization states within the device. The axes of the birefringent
fibers are aligned before tapering, and care is taken not to excessively twist the fibers during
the tapering process.

The birefringent fibers contain stress rods, elliptical core fibers, or inner claddings in order
to maintain the birefringence. The stress rods in some birefringent fibers have an index higher
than the silica cladding. In the tapering process, this can cause light to be trapped in these
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FIGURE 7 Polarization-maintaining couplers and polarization splitters are
fabricated using polarization-maintaining fibers.



rods, resulting in an excess loss in the device. Stress rods with an index lower than that of sil-
ica can be used in these fibers, resulting in very low-loss devices.

8.8 SUMMARY

Tapered fiber couplers are extremely useful devices. Such devices include 1 × 2 and 1 × N
power splitters, wavelength-division multiplexers and filters, and polarization-maintaining
and splitting components. Removing the fiber’s plastic coating and then fusing and tapering
two or more fibers in the presence of heat forms these devices. The simplicity and flexibility
of this fabrication process is in part responsible for the widespread use of these components.
The mechanism involved in the fabrication process is reasonably understood and simple,
which is in part responsible for the widespread deployment of these devices. These couplers
are found in optical modules for the telecommunication industry and in assemblies for the
sensing industry. They are also being deployed as standalone components for fiber-to-the-
home applications.
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CHAPTER 9

FIBER BRAGG GRATINGS

Kenneth O. Hill
Communications Research Centre
Ottawa, Ontario, Canada

Nu-Wave Photonics
Ottawa, Ontario, Canada

9.1 GLOSSARY

FBG fiber Bragg grating
FWHM full width measured at half-maximum intensity

Neff effective refractive index for light propagating in a single mode
pps pulses per second

β propagation constant of optical fiber mode
∆n magnitude of photoinduced refractive index change

κ grating coupling coefficient
Λ spatial period (or pitch) of spatial feature measured along optical 

fiber
λ vacuum wavelength of propagating light

λB Bragg wavelength
L length of grating

9.2 INTRODUCTION

A fiber Bragg grating (FBG) is a periodic variation of the refractive index of the fiber core
along the length of the fiber. The principal property of FBGs is that they reflect light in a nar-
row bandwidth that is centered about the Bragg wavelength, λB, which is given by λB = 2NeffΛ,
where Λ is the spatial period (or pitch) of the periodic variation and Neff is the effective refrac-
tive index for light propagating in a single mode, usually the fundamental mode of a
monomode optical fiber. The refractive index variations are formed by exposure of the fiber
core to an intense optical interference pattern of ultraviolet light. The capability of light to
induce permanent refractive index changes in the core of an optical fiber has been named
photosensitivity. Photosensitivity was discovered by Hill et al. in 1978 at the Communications
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Research Centre in Canada (CRC).1,2 The discovery has led to techniques for fabricating
Bragg gratings in the core of an optical fiber and a means for manufacturing a wide range of
FBG-based devices that have applications in optical fiber communications and optical sensor
systems.

This chapter reviews the characteristics of photosensitivity, the properties of Bragg grat-
ings, the techniques for fabricating Bragg gratings in optical fibers, and some FBG devices.
More information on FBGs can be found in the following references, which are reviews on
Bragg grating technology,3,4 the physical mechanisms underlying photosensitivity,5 applica-
tions for fiber gratings,6 and the use of FBGs as sensors7.

9.3 PHOTOSENSITIVITY

When ultraviolet light radiates an optical fiber, the refractive index of the fiber is changed
permanently; the effect is termed photosensitivity. The change in refractive index is perma-
nent in the sense that it will last for several years (lifetimes of 25 years are predicted) if the
optical waveguide after exposure is annealed appropriately; that is, by heating for a few hours
at a temperature of 50°C above its maximum anticipated operating temperature.8 Initially,
photosensitivity was thought to be a phenomenon that was associated only with germanium-
doped-core optical fibers. Subsequently, photosensitivity has been observed in a wide variety
of different fibers, many of which do not contain germanium as dopant. Nevertheless, optical
fiber with a germanium-doped core remains the most important material for the fabrication
of Bragg grating–based devices.

The magnitude of the photoinduced refractive index change (∆n) obtained depends on sev-
eral different factors: the irradiation conditions (wavelength, intensity, and total dosage of
irradiating light), the composition of glassy material forming the fiber core, and any process-
ing of the fiber prior and subsequent to irradiation. A wide variety of different continuous-
wave and pulsed-laser light sources, with wavelengths ranging from the visible to the vacuum
ultraviolet, have been used to photoinduce refractive index changes in optical fibers. In prac-
tice, the most commonly used light sources are KrF and ArF excimer lasers that generate,
respectively, 248- and 193-nm light pulses (pulse width ∼10 ns) at pulse repetition rates of 50 to
100 pps. Typically, the fiber core is exposed to laser light for a few minutes at pulse levels rang-
ing from 100 to 1000 mJ cm−2 pulse−1. Under these conditions, ∆n is positive in germanium-
doped monomode fiber with a magnitude ranging between 10−5 and 10−3.

The refractive index change can be enhanced (photosensitization) by processing the fiber
prior to irradiation using such techniques as hydrogen loading9 or flame brushing.10 In the case
of hydrogen loading, a piece of fiber is put in a high-pressure vessel containing hydrogen gas
at room temperature; pressures of 100 to 1000 atmospheres (atm; 101 kPa/atm) are applied.
After a few days, hydrogen in molecular form has diffused into the silica fiber; at equilibrium
the fiber becomes saturated (i.e., loaded) with hydrogen gas. The fiber is then taken out of the
high-pressure vessel and irradiated before the hydrogen has had sufficient time to diffuse out.
Photoinduced refractive index changes up to 100 times greater are obtained by hydrogen
loading a Ge-doped-core optical fiber. In flame brushing, the section of fiber that is to be irra-
diated is mounted on a jig and a hydrogen-fueled flame is passed back and forth (i.e.,
brushed) along the length of the fiber. The brushing takes about 10 minutes, and upon irradi-
ation, an increase in the photoinduced refractive index change by about a factor of 10 can be
obtained.

Irradiation at intensity levels higher than 1000 mJ/cm2 marks the onset of a different non-
linear photosensitive process that enables a single irradiating excimer light pulse to photo-
induce a large index change in a small localized region near the core/cladding boundary of the
fiber. In this case, the refractive index changes are sufficiently large to be observable with a
phase contrast microscope and have the appearance of physically damaging the fiber. This phe-
nomenon has been used for the writing of gratings using a single-excimer light pulse.
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Another property of the photoinduced refractive index change is anisotropy. This charac-
teristic is most easily observed by irradiating the fiber from the side with ultraviolet light that
is polarized perpendicular to the fiber axis. The anisotropy in the photoinduced refractive
index change results in the fiber becoming birefringent for light propagating through the fiber.
The effect is useful for fabricating polarization mode-converting devices or rocking filters.11

The physical processes underlying photosensitivity have not been fully resolved. In the
case of germanium-doped glasses, photosensitivity is associated with GeO color center defects
that have strong absorption in the ultraviolet (∼242 nm) wavelength region. Irradiation with
ultraviolet light bleaches the color center absorption band and increases absorption at shorter
wavelengths, thereby changing the ultraviolet absorption spectrum of the glass. Consequently,
as a result of the Kramers-Kronig causality relationship,12 the refractive index of the glass also
changes; the resultant refractive index change can be sensed at wavelengths that are far
removed from the ultraviolet region extending to wavelengths in the visible and infrared. The
physical processes underlying photosensitivity are, however, probably much more complex
than this simple model. There is evidence that ultraviolet light irradiation of Ge-doped opti-
cal fiber results in structural rearrangement of the glass matrix leading to densification, thereby
providing another mechanism for contributing to the increase in the fiber core refractive
index. Furthermore, a physical model for photosensitivity must also account for the small
anisotropy in the photoinduced refractive index change and the role that hydrogen loading
plays in enhancing the magnitude of the photoinduced refractive change. Although the phys-
ical processes underlying photosensitivity are not completely known, the phenomenon of
glass-fiber photosensitivity has the practical result of providing a means, using ultraviolet
light, for photoinducing permanent changes in the refractive index at wavelengths that are far
removed from the wavelength of the irradiating ultraviolet light.

9.4 PROPERTIES OF BRAGG GRATINGS

Bragg gratings have a periodic index structure in the core of the optical fiber. Light propa-
gating in the Bragg grating is backscattered slightly by Fresnel reflection from each successive
index perturbation. Normally, the amount of backscattered light is very small except when the
light has a wavelength in the region of the Bragg wavelength, λB, given by

λB = 2NeffΛ

where Neff is the modal index and Λ is the grating period. At the Bragg wavelength, each back
reflection from successive index perturbations is in phase with the next one. The back reflec-
tions add up coherently and a large reflected light signal is obtained. The reflectivity of a strong
grating can approach 100 percent at the Bragg wavelength, whereas light at wavelengths
longer or shorter than the Bragg wavelength pass through the Bragg grating with negligible
loss. It is this wavelength-dependent behavior of Bragg gratings that makes them so useful in
optical communications applications. Furthermore, the optical pitch (NeffΛ) of a Bragg grat-
ing contained in a strand of fiber is changed by applying longitudinal stress to the fiber strand.
This effect provides a simple means for sensing strain optically by monitoring the concomi-
tant change in the Bragg resonant wavelength.

Bragg gratings can be described theoretically by using coupled-mode equations.4, 6, 13 Here,
we summarize the relevant formulas for tightly bound monomode light propagating through
a uniform grating. The grating is assumed to have a sinusoidal perturbation of constant ampli-
tude, ∆n. The reflectivity of the grating is determined by three parameters: (1) the coupling
coefficient, κ, (2) the mode propagation constant, β = 2πNeff/λ, and (3) the grating length, L.
The coupling coefficient, κ, which depends only on the operating wavelength of the light and
the amplitude of the index perturbation, ∆n, is given by κ = (π/λ)∆n. The most interesting case
is when the wavelength of the light corresponds to the Bragg wavelength. The grating reflec-
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tivity, R, of the grating is then given by the simple expression, R = tanh2 (κL), where κ is the
coupling coefficient at the Bragg wavelength and L is the length of the grating. Thus, the
product κL can be used as a measure of grating strength. For κL = 1, 2, 3, the grating reflec-
tivity is, respectively, 58, 93, and 99 percent. A grating with a κL greater than one is termed a
strong grating, whereas a weak grating has κL less than one. Figure 1 shows the typical reflec-
tion spectra for weak and strong gratings.

The other important property of the grating is its bandwidth, which is a measure of the
wavelength range over which the grating reflects light. The bandwidth of a fiber grating that
is most easily measured is its full width at half-maximum, ∆λFWHM, of the central reflection
peak, which is defined as the wavelength interval between the 3-dB points. That is the sepa-
ration in the wavelength between the points on either side of the Bragg wavelength where the
reflectivity has decreased to 50 percent of its maximum value. However, a much easier quan-
tity to calculate is the bandwidth, ∆λ0 = λ0 − λB, where λ0 is the wavelength where the first zero
in the reflection spectra occurs. This bandwidth can be found by calculating the difference in
the propagation constants, ∆β0 = β0 − βB, where β0 = 2πNeff/λ0 is the propagation constant at
wavelength λ0 for which the reflectivity is first zero, and βB = 2πNeff/λB is the propagation con-
stant at the Bragg wavelength for which the reflectivity is maximum.

In the case of weak gratings (κL < 1), ∆β0 = β0 − βB = π/L, from which it can be determined
that ∆λFWHM ∼ ∆λ0 = λB

2 /2NeffL; the bandwidth of a weak grating is inversely proportional to 
the grating length, L. Thus, long, weak gratings can have very narrow bandwidths. The first
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FIGURE 1 Typical reflection spectra for weak (small κL) and strong (large κL) fiber gratings.



Bragg grating written in fibers1,2 was more than 1 m long and had a bandwidth less than 100
MHz, which is an astonishingly narrow bandwidth for a reflector of visible light. On the other
hand, in the case of a strong grating (κL > 1), ∆β0 = β0 − βB = 4κ and ∆λFWHM ∼ 2∆λ0 = 4λB

2κ/π
Neff. For strong gratings, the bandwidth is directly proportional to the coupling coefficient, κ,
and is independent of the grating length.

9.5 FABRICATION OF FIBER GRATINGS

Writing a fiber grating optically in the core of an optical fiber requires irradiating the core
with a periodic interference pattern. Historically, this was first achieved by interfering light
that propagated in a forward direction along an optical fiber with light that was reflected from
the fiber end and propagated in a backward direction.1 This method for forming fiber gratings
is known as the internal writing technique, and the gratings were referred to as Hill gratings.
The Bragg gratings, formed by internal writing, suffer from the limitation that the wavelength
of the reflected light is close to the wavelength at which they were written (i.e., at a wave-
length in the blue-green spectral region).

A second method for fabricating fiber gratings is the transverse holographic technique,14

which is shown schematically in Fig. 2. The light from an ultraviolet source is split into two
beams that are brought together so that they intersect at an angle, θ. As Fig. 2 shows, the inter-
secting light beams form an interference pattern that is focused using cylindrical lenses (not
shown) on the core of the optical fiber. Unlike the internal writing technique, the fiber core is
irradiated from the side, thus giving rise to its name transverse holographic technique. The tech-
nique works because the fiber cladding is transparent to the ultraviolet light, whereas the core
absorbs the light strongly. Since the period, Λ, of the grating depends on the angle, θ, between
the two interfering coherent beams through the relationship Λ = λUV/2 sin (θ/2), Bragg gratings
can be made that reflect light at much longer wavelengths than the ultraviolet light that is used
in the fabrication of the grating. Most important, FBGs can be made that function in the spec-
tral regions that are of interest for fiber-optic communication and optical sensing.

A third technique for FBG fabrication is the phase mask technique,15 which is illustrated in
Fig. 3. The phase mask is made from a flat slab of silica glass, which is transparent to ultraviolet
light. On one of the flat surfaces, a one-dimensional periodic surface relief structure is etched
using photolithographic techniques. The shape of the periodic pattern approximates a square
wave in profile. The optical fiber is placed almost in contact with and at right angles to the cor-
rugations of the phase mask, as shown in Fig. 3. Ultraviolet light, which is incident normal to the
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FIGURE 2 Schematic diagram illustrating the writing of an
FBG using the transverse holographic technique.



phase mask, passes through and is diffracted by the periodic corrugations of the phase mask.
Normally, most of the diffracted light is contained in the 0, +1, and −1 diffracted orders. How-
ever, the phase mask is designed to suppress the diffraction into the zero order by controlling
the depth of the corrugations in the phase mask. In practice, the amount of light in the zero
order can be reduced to less than 5 percent with approximately 80 percent of the total light
intensity divided equally in the ±1 orders. The two ±1 diffracted-order beams interfere to pro-
duce a periodic pattern that photoimprints a corresponding grating in the optical fiber. If the
period of the phase mask grating is Λmask, the period of the photoimprinted index grating is
Λmask/2. Note that this period is independent of the wavelength of ultraviolet light that irradiates
the phase mask.

The phase mask technique has the advantage of greatly simplifying the manufacturing
process for Bragg gratings, while yielding high-performance gratings. In comparison with the
holographic technique, the phase mask technique offers easier alignment of the fiber for
photoimprinting, reduced stability requirements on the photoimprinting apparatus, and
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FIGURE 3 Schematic diagram of the phase mask technique for the manufacture of fiber Bragg
gratings.



lower coherence requirements on the ultraviolet laser beam, thereby permitting the use of a
cheaper ultraviolet excimer laser source. Furthermore, there is the possibility of manufac-
turing several gratings at once in a single exposure by irradiating parallel fibers through the
phase mask. The capability to manufacture high-performance gratings at a low per-unit grat-
ing cost is critical for the economic viability of using gratings in some applications. A draw-
back of the phase mask technique is that a separate phase mask is required for each different
Bragg wavelength. However, some wavelength tuning is possible by applying tension to the
fiber during the photoimprinting process; the Bragg wavelength of the relaxed fiber will shift
by ∼2 nm.

The phase mask technique not only yields high-performance devices, but is also very flex-
ible in that it can be used to fabricate gratings with controlled spectral response characteris-
tics. For instance, the typical spectral response of a finite-length grating with a uniform index
modulation along the fiber length has secondary maxima on both sides of the main reflection
peak. In applications like wavelength-division multiplexing, this type of response is not desir-
able. However, if the profile of the index modulation, ∆n, along the fiber length is given a bell-
like functional shape, these secondary maxima can be suppressed.16 The procedure is called
apodization. Apodized fiber gratings have been fabricated using the phase mask technique,
and suppressions of the sidelobes of 30 to 40 dB have been achieved,17,18

Figure 4 shows the spectral response of two Bragg gratings with the same full width at half-
maximum (FWHM). One grating exhibits large sidebands, whereas the other has much-
reduced sidebands. The one with the reduced sidebands is a little longer and has a coupling
coefficient, κ, apodized as a second-degree cosine (cos2) along its length. Apodization has one
disadvantage: It decreases the effective length of the Bragg grating. Therefore, to obtain fiber
gratings having the same FWHM, the apodized fiber grating has a longer length than the
equivalent-bandwidth unapodized fiber grating.

The phase mask technique has been extended to the fabrication of chirped or aperiodic
fiber gratings. Chirping means varying the grating period along the length of the grating in
order to broaden its spectral response. Aperiodic or chirped gratings are desirable for making
dispersion compensators19 or filters having broad spectral responses. The first chirped fiber
gratings were made using a double-exposure technique.20 In the first exposure, an opaque
mask is positioned between the fiber and the ultraviolet beam blocking the light from irradi-
ating the fiber. The mask is then moved slowly out of the beam at a constant velocity to
increase continuously the length of the fiber that is exposed to the ultraviolet light. A contin-
uous change in the photoinduced refractive index is produced that varies linearly along the
fiber length with the largest index change occurring in the section of fiber that is exposed to
ultraviolet light for the longest duration. In a second exposure, a fiber grating is photoim-
printed in the fiber by using the standard phase mask technique. Because the optical pitch of
a fiber grating depends on both the refractive index and the mechanical pitch (i.e., optical
pitch = NeffΛ), the pitch of the photoimprinted grating is effectively chirped, even though its
mechanical period is constant. Following this demonstration, a variety of other methods have
been developed to manufacture gratings that are chirped permanently21,22 or that have an
adjustable chirp.23,24

The phase mask technique can also be used to fabricate tilted or blazed gratings. Usually,
the corrugations of the phase mask are oriented normal to the fiber axis, as shown in Fig. 3.
However, if the corrugations of the phase mask are oriented at an angle to the axis of the
fiber, the photoimprinted grating is tilted or blazed. Such fiber gratings couple light out from
the bound modes of the fiber to either the cladding modes or the radiation modes. Tilted grat-
ings have applications in fabricating fiber taps.25 If the grating is simultaneously blazed and
chirped, it can be used to fabricate an optical spectrum analyzer.26

Another approach to grating fabrication is the point-by-point technique,27 also developed
at CRC. In this method, each index perturbation of the grating is written point by point. For
gratings with many index perturbations, the method is not very efficient. However, it has been
used to fabricate micro-Bragg gratings in optical fibers,28 but it is most useful for making
coarse gratings with pitches of the order of 100 µm that are required for LP01 to LP11 mode
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converters27 and polarization mode converters.11 The interest in coarse period gratings has
increased lately because of their use in long-period fiber-grating band-rejection filters29 and
fiber-amplifier gain equalizers.30

9.6 THE APPLICATION OF FIBER GRATINGS

Hill and Meltz6 provide an extensive review of the many potential applications of fiber grat-
ings in lightwave communication systems and in optical sensor systems. Our purpose here is
to note that a common problem in using FBGs is that a transmission device is usually desired,
whereas FBGs function as reflection devices. Thus, means are required to convert the reflec-
tion spectral response into a transmission response. This can be achieved using a Sagnac
loop,31 a Michleson (or Mach-Zehnder) interferometer,32 or an optical circulator. Figure 5
shows an example of how this is achieved for the case of a multichannel dispersion compen-
sator using chirped or aperiodic fiber gratings.

In Fig. 5a, the dispersion compensator is implemented using a Michelson interferometer.
Each wavelength channel (λ1, λ2, λ3) requires a pair of identically matched FBGs, one in each
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FIGURE 4 Comparison of an unapodized fiber grating’s spectral
response with that of an apodized fiber grating having the same band-
width (FWHM).



arm of the interferometer. Since it is difficult to fabricate identical Bragg gratings (i.e., having
the same resonant wavelength and chirp), this configuration for the dispersion compensator
has not yet been demonstrated. However, a wavelength-selective device that requires
matched grating pairs has been demonstrated.33,34 An additional disadvantage of the Michel-
son interferometer configuration being an interferometric device is that it would require tem-
perature compensation. The advantage of using a Michelson interferometer is that it can be
implemented in all-fiber or planar-integrated optics versions.

Figure 5b shows the dispersion compensator implemented using an optical circulator. In
operation, light that enters through the input port is routed by the circulator to the port with
the Bragg gratings. All of the light that is reflected by the FBGs is routed to the output chan-
nel. This configuration requires only one chirped FBG per wavelength channel and is the pre-
ferred method for implementing dispersion compensators using FBGs. The only disadvantage
of this configuration is that the optical circulator is a bulk optic device (or microoptic device)
that is relatively expensive compared with the all-fiber Michelson interferometer.
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CHAPTER 10

MICRO-OPTICS-BASED
COMPONENTS FOR NETWORKING

Joseph C. Palais
Department of Electrical Engineering
College of Engineering and Applied Sciences
Arizona State University
Tempe, Arizona

10.1 INTRODUCTION

The optical portion of many fiber networks requires a number of functional devices, some of
which can be fabricated using small optical components (so-called micro-optic components).
Micro-optic components are made up of parts that have linear dimensions on the order of a
few millimeters. The completed functional device may occupy a space a few centimeters on a
side. Components to be described in this section have the common feature that the fiber
transmission link is opened and small (micro-optic) devices are inserted into the gap between
the fiber ends to produce a functional component. Network components constructed entirely
of fibers or constructed in integrated-optic form are described elsewhere in this Handbook.

The following sections describe, in order: a generalized component, specific useful net-
work functions, microoptic subcomponents required to make up the final component, and com-
plete components.

10.2 GENERALIZED COMPONENTS

A generalized fiber-optic component is drawn in Fig. 1. As indicated, input fibers are on the
left and output fibers are on the right. Although some components have only a single input
port and a single output port, many applications require more than one input and/or output
ports. In fact, the number of ports in some devices can exceed 100. The coupling loss between
any two ports is given, in decibels, by

L = −10 log(Pout/Pin) (1)

With respect to Fig. 1, Pin refers to the input power at any of the ports on the left, and Pout

refers to the output power at any of the ports on the right. Because we are only considering
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passive components in this section, Pout will be less than Pin, and the loss will be a positive
number.

Insertion loss refers to the coupling loss between any two ports where coupling is desired,
and isolation (or directionality) refers to the coupling loss between any two ports where cou-
pling is unwanted. Excess loss is the fraction of input power that does not emerge from any of
the desired output ports, as expressed in decibels. It is the sum of all the useful power out
divided by the input power.

10.3 NETWORK FUNCTIONS

Functions useful for many fiber-optic communications applications are described in the fol-
lowing paragraphs.

Attenuators

Attenuators reduce the amount of power flowing through the fiber system. Both fixed and
variable attenuators are available. The applications include testing of receiver sensitivities
(varying the attenuation changes the amount of power incident on the receiver) and protect-
ing a receiver from saturating due to excess incident power. Attenuation from a few tenths of
a dB to more than 50 dB are sometimes required.

Power Splitters and Directional Couplers

These devices distribute input power from a single fiber to two or more output fibers. The
component design controls the fraction of power delivered to each of the output ports. Appli-
cations include power distribution in local area networks (LANs) and in subscriber networks.
The most common splitters and couplers have a single input and equal distribution of power
among each of two outputs, as shown schematically in Fig. 2a. For an ideal three-port splitter
(one with no excess loss), half the input power emerges from each of the two output ports.
The insertion loss, as calculated from Eq. 1 with a ratio of powers of 0.5, yields a 3 dB loss to
each of the two output ports. Any excess loss is added to the 3 dB.

A splitter with more than two output ports can be constructed by connecting several three-
port couplers in a tree pattern as indicated schematically in Fig. 2b. Adding more splitters in
the same manner allows coupling from one input port to 8, 16, 32 (and more) output ports.

Adding a fourth port, as in Fig. 3, creates a directional coupler. The arrows in the figure
show the allowed directions of wave travel through the coupler. An input beam is split
between two output ports and is isolated from the fourth. By proper component design, any
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desired power splitting ratio can be obtained. One application of the directional coupler is to
the distribution network of a local area network, where simultaneous transmission and recep-
tion are required. Figure 4 illustrates this usage at one LAN terminal.

Isolators

An isolator is a one-way transmission line. It permits the flow of optical power in just one
direction (the forward direction). Applications include protection of a transmitting laser
diode from back reflections. Such reflections increase the noise in the system by disrupting
the diode’s operation. Isolators also improve the stability of fiber amplifiers by minimizing
the possibility of feedback, which causes unwanted oscillations in such devices.

Circulators

In a circulator, power into the first port emerges from the second, while power into the sec-
ond port emerges from a third. This behavior repeats at each successive input port until power
into the last port emerges from the first. Practical circulators are typically three- or four-port
devices.
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FIGURE 2 Power splitters: (a) 1:2 split and (b) 1:4
split.

FIGURE 3 Four-port directional coupler.
FIGURE 4 LAN terminal, illustrating application
of the directional coupler.



Using a circulator, efficient two-way (full-duplex) transmission along a single fiber at a sin-
gle wavelength is possible. The circulator separates the transmitting and receiving beams of
light at each terminal, as illustrated in Fig. 5.

Multiplexers/Demultiplexers/Duplexers

The multiplexer and demultiplexer are heavily utilized in fiber-optic wavelength-division
multiplexing (WDM) systems. The multiplexer combines beams of light from the different
transmitters (each at a slightly shifted wavelength) onto the single transmission fiber. The
demultiplexer separates the individual wavelengths transmitted and guides the separate chan-
nels to the appropriate optical receivers. These functions are illustrated in Fig. 6. Require-
ments for multiplexers/demultiplexers include combining and separating independent
channels less than a nanometer apart, and accommodating numerous (in some cases over
100) channels. A frequency spacing between adjacent channels of 100 GHz corresponds to a
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FIGURE 5 An optical circulator separates transmit-
ted and received messages at a terminal.

FIGURE 6 (a) A multiplexer combines different wave-
length channels onto a single fiber for transmission. (b) A
demultiplexer separates several incoming channels at differ-
ent wavelengths and directs them to separate receivers.



wavelength spacing of 0.8 nm for wavelengths near 1.55 µm. Insertion losses can be as low as
a few tenths of a dB and isolations of 40 dB or more.

The duplexer allows for simultaneous two-way transmission along a single fiber. The wave-
lengths are different for the transmitting and receiving light beam. The duplexer separates the
beams as indicated in Fig. 7, where λ1 is the transmitting wavelength and λ2 is the receiving
wavelength.

Mechanical Switches

Operationally, an optical switch acts just like an electrical switch. Mechanical movement of
some part (as implied schematically in Fig. 8) causes power entering one port to be directed to
one of two or more output ports. Such devices are useful in testing of fiber components and sys-
tems and in other applications, such as bypassing inoperative nodes in a local area network.
Insertion losses less than 0.10 dB and isolations greater than 50 dB are reasonable requirements.

10.4 SUBCOMPONENTS

Micro-optic subcomponents that form part of the design of many complete microoptic com-
ponents are described in this section.

Prisms

Because of the dispersion in glass prisms, they can operate as multiplexers, demultiplexers,
and duplexers. The dispersive property is illustrated in Fig. 9.

Right-angle glass prisms also act as excellent reflectors, as shown in Fig. 10, owing to per-
fect reflection (total internal reflection) at the glass-to-air interface. The critical angle for the
glass-to-air interface is about 41°, and the incident ray is beyond that at 45°.

The beam-splitting cube, drawn in Fig. 11, consists of two right-angle prisms cemented
together with a thin reflective layer between them. This beam splitter has the advantage over
a flat reflective plate in that no angular displacement occurs between the input and output
beam directions. This simplifies the alignment of the splitter with the input and output fibers.
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FIGURE 7 A duplexer allows two-way transmission
along a single network fiber.

FIGURE 8 Mechanical optical switch.



Gratings

Ruled reflection gratings are also used in multiplexers and demultiplexers. As illustrated in
Fig. 12, the dispersion characteristics of the grating perform the wavelength separation func-
tion required of a demultiplexer. The grating has much greater dispersive power than a prism,
permitting increased wavelength spatial separation. The relationship between the incident and
reflected beams, for an incident collimated light beam, is given by the diffraction equation

sin θi + sin θr = mλ/d (2)

where θi and θr are the incident and reflected beam angles, d is the separation between adja-
cent reflecting surfaces, and m is the order of the diffraction. Typically, gratings are blazed so
as to maximize the power into the first-order beams. As deduced from this equation for m = 1,
the diffracted peak occurs at a different angle for different wavelengths. This feature pro-
duces the demultiplexing function needed in WDM systems. Reversing the arrows in Fig. 12
illustrates the multiplexing capability of the grating.

Filters

Dielectric-layered filters, consisting of very thin layers of various dielectrics deposited onto a
glass substrate, are used to construct multiplexers, demultiplexers, and duplexers. Filters have
unique reflectance/transmittance characteristics. They can be designed to reflect at certain
wavelengths and transmit at others, thus spatially separating (or combining) different wave-
lengths as required for WDM applications.

Beam Splitters

A beam-splitting plate, shown in Fig. 13, is a partially silvered glass plate. The thickness of the
silvered layer determines the fraction of light transmitted and reflected. In this way, the input
beam can be divided in two parts of any desired ratio.
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FIGURE 9 A dispersive prism spatially separates
different wavelengths. This represents demultiplexing.
Reversing the directions of the arrows illustrates com-
bining of different wavelengths. This is multiplexing.

FIGURE 10 Totally reflecting prism.

FIGURE 11 Beam-splitting cube.



Faraday Rotators

The Faraday rotator produces a nonreciprocal rotation of the plane of polarization. The
amount of rotation is given by

θ = VHL (3)

where θ is the rotation angle, V is the Verdet constant (a measure of the strength of the Fara-
day effect), H is the applied magnetic field, and L is the length of the rotator. A commonly
used rotator material is YIG (yttrium-iron garnet), which has a high value of V.

Figure 14 illustrates the nonreciprocal rotation of the state of polarization (SOP) of the
wave. The rotation of a beam traveling from left-to-right is 45°, while the rotation for a beam
traveling from right-to-left is an additional 45°.

The Faraday rotator is used in the isolator and the circulator.

Polarizers

Polarizers based upon dichroic absorbers and polarization prisms using birefringent materials
are common. The polarizing beam splitter, illustrated in Fig. 15, is useful in microoptics applica-
tions such as the optical circulator. The polarizing splitter separates two orthogonally polarized
beams.
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FIGURE 12 Blazed reflection grating operated as a demul-
tiplexer.

FIGURE 13 Beam-splitting plate.

FIGURE 14 Faraday rotator. The dashed arrows
indicate the direction of beam travel. The solid arrows
represent the wave polarization in the plane perpen-
dicular to the direction of wave travel.



GRIN-Rod Lens

The subcomponents discussed in the last few paragraphs perform the operations indicated in
their descriptions. The problem is that they cannot be directly inserted into a fiber transmis-
sion line. To insert one of the subcomponents into the fiber link requires that the fiber be
opened to produce a gap. The subcomponent would then fit into the gap. Because the light
emerging from a fiber diverges, with a gap present the receiving fiber does not capture much
of the transmitted light. This situation is illustrated in Fig. 16. The emitted diverging light must
be collimated, the required subcomponent (e.g., beam splitter, grating, etc.) inserted, and the
light refocused. A commonly used device for performing this function is the graded-index rod
lens (GRIN-rod lens). Its use is illustrated in Fig. 17. The diverging light emitted by the trans-
mitting fiber is collimated by the first GRIN-rod lens. The collimated beam is refocused onto
the receiving fiber by the second GRIN-rod lens. The collimation is sufficient such that a gap
of 20 mm introduces less than 0.5 dB excess loss.1 This allows for the insertion of beam-
modifying devices of the types described in the preceding paragraphs (e.g., prisms, gratings,
and beam splitters) in the gap with minimum added loss.

10.5 COMPONENTS

The subcomponents introduced in the last section are combined into useful fiber devices in
the manner described in this section.

Attenuators

The simplest attenuator is produced by a gap introduced between two fibers, as in Fig. 18. As
the gap length increases, so does the loss. Loss is also introduced by a lateral displacement. A
variable attenuator is produced by allowing the gap (or the lateral offset) to be changeable. A
disc whose absorption differs over different parts may also be placed between the fibers. The
attenuation is varied by rotating the disk.

In another attenuator design, a small thin flat reflector is inserted at variable amounts into
the gap to produce the desired amount of loss.2
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FIGURE 15 Polarizing beam splitter.

FIGURE 16 Diverging wave emitted from an open
fiber couples poorly to the receiving fiber.

FIGURE 17 Collimating light between two fibers
using GRIN-rod lenses.



Power Splitters and Directional Couplers

A power splitter3 can be constructed as illustrated in Fig. 19. A beam-splitting cube (or a
beam-splitting plate) is placed in the gap between two GRIN-rod lenses to connect Ports 1
and 2. A third combination of lens and fiber collects the reflected light at Port 3. The division
of power between the two output fibers is determined by the reflective properties of the split-
ter itself. Any desired ratio of outputs can be obtained.

If a fourth port is added (Port 4 in Fig. 19), the device is a four-port directional coupler.

Isolators and Circulators

The isolator combines the Faraday rotator and two polarizers4 as indicated in Fig. 20. The
input and output fibers can be coupled to the isolator using GRIN lenses. The vertically
polarized beam at the input is rotated by 45° and passed through the output polarizer. Any
reflected light is rotated an additional 45°, emerging cross-polarized with respect to the
polarizer on the left. In this state, the reflected light will not pass back into the transmitting
fiber. Similarly, a light beam traveling from right-to-left will be cross-polarized at the input
polarizer and will not travel further in that direction. The polarizers can be polarizing beam
splitters, dichroic polarizers, or polarizing fibers.

A circulator also requires a Faraday rotator and polarizers (polarizing beam splitters or
polarizing fiber). Additional components include reflecting prisms, reciprocal 45° rotators,
and fiber coupling devices such as GRIN-rod lenses.5
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FIGURE 18 Gap attenuator showing relative dis-
placement of the fibers to vary the insertion loss.

FIGURE 19 Three-power splitter and (with Port 4 added)
four-port directional coupler.



Multiplexers/Demultiplexers/Duplexers

The multiplexer, demultiplexer, and duplexer are fundamentally the same device. The appli-
cation determines which of the three descriptions is most appropriate. One embodiment is
illustrated in Fig. 21 for a two-channel device. As a demultiplexer, the GRIN lens collimates
the diverging beam from the network fiber and guides it onto the diffraction grating. The grat-
ing redirects the beam according to its wavelength. The GRIN lens then focuses the various
wavelengths onto the output fibers for reception. As a multiplexer, the operation is just
reversed with the receiver fibers replaced by transmitter fibers and all arrows reversed. As a
duplexer, one of the two receiver fibers becomes a transmitter fiber.

Other configurations also use the diffraction grating, including one incorporating a con-
cave reflector for properly collimating and focusing the beams between input and output
fibers.6 Microoptic grating-based devices can accommodate more than 100 WDM channels,
with wavelength spacing on the order of 0.4 nm.

A filter-based multiplexer/demultiplexer appears in Fig. 22. The reflective coating trans-
mits wavelength λ1 and reflects wavelength λ2. The device is illustrated as a demultiplexer.
Again, by reversing the directions of the arrows, the device becomes a multiplexer. Filter-
based multiplexers/demultiplexers can be extended to several channels in the microoptical
form, essentially by cascading several devices of the type just described.
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FIGURE 20 Optical isolator. P1 and P2 are polarizers.

FIGURE 21 Two-channel demultiplexer. Only the beam’s central rays are drawn.
To operate as a multiplexer the arrows are reversed. To operate as a duplexer, the
arrows for just one of the two wavelengths are reversed.



Mechanical Switches7

Switching the light beam from one fiber to another one is basically easy. Simply move the
transmitting fiber to mechanically align it with the desired receiving fiber. The problem is that
even very small misalignments between the two fiber cores introduce unacceptable transmis-
sion losses. Several construction strategies have been utilized. Some incorporate a moving
fiber, and others incorporate a moveable reflector.8 In a moveable fiber switch, the fiber can
be positioned either manually or by using an electromagnetic force. The switching action in
Fig. 23 occurs when the totally reflecting prism moves to align the beam with one or the other
of the two output fibers.
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FIGURE 22 Filter-based multiplexer/demultiplexer. FIGURE 23 Moveable reflecting prism switch.
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CHAPTER 11

SEMICONDUCTOR OPTICAL
AMPLIFIERS AND WAVELENGTH
CONVERSION

Ulf Österberg
Thayer School of Engineering,
Dartmouth College, Hanover, New Hampshire

11.1 GLOSSARY

B photodetector bandwidth
d active layer thickness
e electronic charge
F noise figure
G amplifier gain
Gs single-pass gain

g gain per unit length
g0 small-signal gain

g(N) material gain coefficient
h Planck’s constant
I light intensity

Isat saturated light intensity
J current density

L laser amplifier length
N carrier density

N0 transparency carrier density
Nph photon density

Nph, sat saturated photon density
n refractive index
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Psignal signal power
Pshot shot noise power

Pthermal thermal noise power
Psignal-sp noise power from signal-spontaneous beating

Psp-sp noise power from spontaneous-spontaneous beating
R reflectivity

R(N) recombination rate
SNR signal-to-noise ratio

V volume of active layer
vg group velocity of light
w laser amplifier stripe width
α absorption coefficient
β line width enhancement factor
Γ optical confinement factor
γ population inversion factor

λc converted wavelength
λs signal wavelength
ν frequency

σg differential gain
τs carrier lifetime
Φ phase shift
ωa angular frequency, anti-Stokes light

ωpump angular frequency, pump light
ωs angular frequency, Stokes light

11.2 WHY OPTICAL AMPLIFICATION?

Despite the inherently very low losses in optical glass fibers, it is necessary to amplify the light
to maintain high signal-to-noise ratios (SNRs) for low bit error rate (BER) detection in com-
munications systems and for sensor applications. Furthermore, as the bandwidth required is
getting larger, it is also necessary to perform all-optical amplification using devices that are
independent of bit rates and encoding schemes. In today’s telecommunication systems (Chap.
10 in Ref. 1; Chaps. 1 and 2 in this book), optical amplifiers are typically utilized in the fol-
lowing three ways (Fig. 1):

� As power boosters immediately following the laser source
� To provide optical regeneration or in-line amplification for long-distance communications
� As preamplifiers at the receiver end

With the recent introduction of more complex local area networks, it has also become nec-
essary to amplify the signal over short distances to allow it to be distributed to many users.

To characterize any optical amplifier, it is important to consider the following criteria:2,3

� Gain—depending on input power, can vary between 5 and 50 dB
� Bandwidth—varies between 1 and 10 THz or 30 and 100 nm
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� Pumping efficiency—varies between 1 and 10 dB/mW
� Gain saturation—on the order of 10 dBm for semiconductor amplifiers
� Noise—contributes a power penalty of at least 3 dB
� Polarization sensitivity
� Operating wavelength—most commonly 1.3 or 1.55 µm
� Crosstalk—occurs primarily in wavelength-division multiplexing (WDM) systems where

many channels need to be amplified simultaneously
� Coupling loss—should be less than 0.3 dB

Naturally, these numbers are just estimates that can and will vary greatly depending on
the exact operating wavelength used and the particular type of optical amplifier under con-
sideration.

There are two main types of optical amplifiers: semiconductor and fiber. They each
have strengths and weaknesses, and it becomes the task of the engineer to decide which
type of amplifier to use with a specific application. This chapter is primarily about semi-
conductor amplifiers, but we will start with a short description of the salient features of
fiber-optic amplifiers.

Fiber-optic Amplifiers

There are three types of fiber-optic amplifiers (Chap. 5): rare-earth-doped fiber amplifiers,
Raman amplifiers, and Brillouin amplifiers (Chap. 38 in Ref. 1; Ref. 4; Chap. 5 in this book).
Rare-earth-doped amplifiers are obtained by doping the fiberglass core with rare earth ions—
neodymium for amplification around 1.06 µm, praseodynium for amplification around 1.3
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FIGURE 1 Applications of optical amplifiers.

OA

(a)

OA

OA

Transmitter

Receiver

(b)

( )

Optical Fiber

Optical Fiber

Optical Fiber

Optical Fiber

(a)

(b)

(c)



µm, and erbium for amplification around 1.55 µm. An obvious advantage for optical fiber
amplifiers is that they can be readily spliced to the main optical fiber, minimizing any coupling
losses; furthermore, all types of fiber amplifiers are polarization insensitive. The Brillouin and
Raman amplifiers rely on third-order nonlinearities in the glass to provide nonparametric
interactions between photons and optical and acoustical phonons due to lattice or molecular
vibrations within the core of the fiber. Brillouin amplification occurs when the pump and sig-
nal beams propagate in opposite directions. The gain is large but the bandwidth is very nar-
row (<100 MHz). Brillouin amplification is mostly used for receiver preamplification and for
selective wavelength amplification for moderate-bit-rate communications systems (≤100
Mbit/s). Raman amplification is similar to Brillouin amplification. The most significant dif-
ferences between Raman and Brillouin amplification are: (1) for Raman amplification, the
pump and signal beam copropagate; (2) the Raman bandwidth is very large (>5 THz); and (3)
the Stokes shift is orders of magnitude larger. Due to its broad bandwidth, Raman amplifica-
tion can be used for very high-bit-rate communication systems. Unlike erbium-doped fiber
amplifiers, Raman amplifiers can be used for any wavelength region, being limited only by the
available pump sources.5

Semiconductor Amplifiers

Semiconductor laser amplifiers (SLAs) (Chap. 13 in Ref. 6) are most commonly divided into
two types: (1) Fabry-Perot (FP) amplifiers and (2) traveling wave (TW) amplifiers. Both of
these amplifier types are based on semiconductor lasers. The FP amplifier has facet reflectivities
R ≈ 0.3 (slightly less than the values for diode lasers) and the TW amplifier has R ≈ 10−3–10−4

(values as small as 10−5 have been reported7).
TW amplifiers whose bandwidth is >30 nm (bandwidth exceeding 150 nm has been

obtained with the use of multiple quantum well structures8) are suitable for wavelength-
division multiplexing (WDM) applications (Chap. 13). FP amplifiers have a very narrow
bandwidth, typically 5 to 10 GHz (∼0.1 nm at 1.5 µm). Due to the nonlinear properties of the
semiconductor gain medium in conjunction with the feedback mechanism from the facet
reflections, FP amplifiers are used for optical signal processing applications. In Fig. 2, the gain
spectrum is shown for an SLA with two different facet reflectivities.

In Fig. 3 is a schematic of a typical amplifier design of length L (200 to 500 µm), thickness
d (1 to 3 µm), and active region width w (10 µm). Amplification occurs when excited electrons
in the active region of the semiconductor are stimulated to return to the ground level and
excess energy is released as additional identical photons.

The connection between excited electrons (defined as number of electrons per cubic cen-
timeter and referred to as the carrier density N) and the number of output photons Nph is
given by the rate equation

= − R(N) − vg ⋅ g(N) ⋅ Nph (1)

where J is the injection current density, vg is the group velocity of light traveling through the
amplifier, and R(N) is the recombination rate (for a simple analytic analysis it is approxi-
mated to be linearly proportional to the carrier density, R(N) ≈ N/τs). For large injection cur-
rents this approximation breaks down and higher-order Auger recombination terms have to
be incorporated.9 g(N) is the material gain coefficient, which depends on the light intensity
and the specific band structure of the semiconductor used,

g(N) = ⋅ (N − N0) (2)

where Γ is the optical confinement factor, σg is the differential gain, V = L ⋅ d ⋅ w is the volume
of the active region, and N0 is the carrier density needed for transparency—that is, no absorp-

Γ ⋅ σg
�

V

J
�
ed

dN
�
dt
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tion. The dependence on the band structure moves the peak wavelength of the gain peak
toward shorter wavelengths as the carrier density is increased with increasing injection current.

The gain coefficient g(N) is the parameter we wish to solve for in Eq. (1). We do that by
setting the time derivative equal to 0 (steady state),

g(N) = = (3)

where

g0 = � ⋅ τs − N0� (4)

Isat = (5)

g0 is referred to as the small-signal gain. From Eq. (5) we notice that for semiconductor mate-
rials with small differential gain coefficients and short recombination times we will obtain a
large saturation intensity. For typical semiconductor materials the gain saturation is compar-
atively large.

The net gain per unit length for the amplifier is given by

g = Γ ⋅ g(N) − α (6)

where α is the total loss coefficient per unit length. If we assume that g does not vary with dis-
tance along the direction of propagation within the active gain medium, we obtain through
integration the single-pass gain Gs

Gs = = eg ⋅ L = e(Γ ⋅ g0/1 + I/Isat − α)L (7)
I(L)
�
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FIGURE 2 Gain spectrum for an SLA with two different facet reflectivities.

1.539 1.542 1.546 1.550 1.554 1.558 1.563
0

  4

  8

12

16

20

24

28

32

36

40
R = 0.03
R = 0.3

Wavelength- µm

G
ai

n



Notice that as the input intensity is increased above the saturation intensity the gain Gs

starts to decrease rapidly. The reason for this is that there are not enough excited carriers to
amplify all the incoming photons.

The phase shift for a single-pass amplifier is obtained by integrating the net gain g over the
entire length L of the amplifier,10

Φ = + � � (8)

where β is the line width enhancement factor and n is the refractive index. The second term,
through gain saturation, will impose a frequency chirp on the amplified signal. The sign and
linearity of this chirp in an SLA is such that the light pulse can be temporally compressed if it
propagates in the anomalous dispersion regime of an optical fiber (λ > 1.3 µm).

From a systems point of view, noise is a very important design parameter. The noise for an
amplifier is usually expressed using the noise figure F.4,10

F = = (9)
SNRb
�
SNRs

SNRin
�
SNRout

I
�
I + Isat

g0 ⋅ L ⋅ β
�

2
2π ⋅ n ⋅ L
��

λ
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FIGURE 3 Schematic of an SLA and its light output ver-
sus injection current characteristics for two different facet
reflectivities.
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where subscripts b and s refer to beat-noise-limited regime and shot-noise-limited regime,
respectively.

The noise figure F is obtained by first calculating the SNR for an amplifier with gain G and
for which the output light is detected with an ideal photodetector (bandwidth B) only limited
by shot noise (Chaps. 17 and 18 in Ref. 1) and then calculating the SNR for a “real” amplifier
for which the contribution from spontaneous emission is added as well as thermal noise for
the photodetector. The SNR for the ideal case is

SNRin = (10)

and for the more realistic case it is

SNRout = ≈ ⋅ (11)

where γ is the population inversion factor,4 and sp-sp and signal-sp are beating noise between
either the spontaneously emitted light and itself or the spontaneously emitted light and the
signal.

For large gain, Psignal-sp dominates and

F = 2γ ⋅ ≈ 2 ⋅ γ (12)

For an ideal amplifier, γ = 1 ⇒ F = 3dB; for most SLAs, F > 5dB.

11.3 WHY OPTICAL WAVELENGTH CONVERSION?

Wavelength-division multiplexed networks (Chap. 13) are already a reality, and as these net-
works continue to grow in size and complexity it will become necessary to use the same wave-
lengths in many different local parts of the network. To solve the wavelength contention
problems at the connecting nodes, it is necessary to be able to perform wavelength conversion.

An optical wavelength converter should have the following characteristics:11,12

� Transparency to bit rates and coding schemes
� Fast setup time of output wavelength
� Conversion to both shorter and longer wavelengths
� Moderate input power levels
� Possibility for no wavelength conversion
� Polarization independence
� Small chirp
� High extinction ratio (power ratio between bit 0 and bit 1)
� Large SNR
� Simple implementation

Options for Altering Optical Wavelengths

There are two different techniques that have primarily been used for wavelength conversion.
One is optoelectronic conversion (Chap. 13 in Ref. 6), in which the signal has to be converted

G
�
G − 1

G
�
G − 1

Psignal
��
4 ⋅ B ⋅ hν ⋅ γ

Psignal
����
Pshot + Pthermal + Psp-sp + Psignal-sp

Psignal
��
2 ⋅ hν ⋅ B
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from optical to electrical format before being transmitted at a new optical wavelength. This
technique is presently good up to bit rates of 10 Gbit/s.11 The main drawbacks of this method
are power consumption and complexity. The second method is all-optical, and it can further
be divided into two different approaches—nonlinear optical parametric processes (Chap. 38
in Ref. 6; Chaps. 3 and 17 in this book) and cross-modulation using an SLA.

The most common nonlinear optical method is four-photon mixing (FPM). FPM occurs
naturally in the optical fiber due to the real part of the third-order nonlinear polarization.
When the signal beam is mixed with a pump beam, two new wavelengths are generated at fre-
quencies ωs and ωa according to the phase-matching condition

ωs − ωpump = ωpump − ωa (13)

where subscripts s and a stand for Stokes and anti-Stokes, respectively. Since the conversion
efficiency is proportional to the square of the third-order nonlinear susceptibility, this is not a
very efficient process. Furthermore, the FPM process is polarization sensitive and generates
additional (satellite) wavelengths, which reduces the conversion efficiency to the desired
wavelength and contributes to channel crosstalk. One major advantage is that no fiber splic-
ing is necessary.

A similar nonlinear optical process that has also been used for wavelength conversion is
difference-frequency generation (DFG). This process is due to the real part of the second-
order nonlinear polarization and therefore cannot occur in the optical glass fiber. For DFG to
be used, it is necessary to couple the light into an external waveguide, for example LiNbO3.
DFG does not generate any satellite wavelengths; however, it suffers from low conversion
efficiency, polarization sensitivity, and coupling losses between fiber and external waveguide.

Semiconductor Optical Wavelength Converters

To date, the most promising method for wavelength conversion has been cross-modulation in
an SLA in which either the gain or the phase can be modulated (XGM and XPM, respec-
tively). A basic XGM converter is shown in Fig. 4a. The idea behind XGM is to mix the input
signal with a cw beam at the new desired wavelength in the SLA. Due to gain saturation, the
cw beam will be intensity modulated so that after the SLA it carries the same information as
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FIGURE 4 Use of an SLA for wavelength conversion. (a) Cross-gain
modulation. (b) Cross-phase modulation.
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the input signal. A filter is placed after the SLA to terminate the original wavelength λs. The
signal and the cw beam can be either co- or counterpropagating. A counterpropagation
approach has the advantage of not requiring the filter as well as making it possible for no
wavelength conversion to take place. A typical XGM SLA converter is polarization indepen-
dent but suffers from an inverted output signal and low extinction ratio.

Using an SLA in XPM mode for wavelength conversion makes it possible to generate a
noninverted output signal with improved extinction ratio. The XPM relies on the fact that the
refractive index in the active region of an SLA depends on the carrier density N, Eq. (1).
Therefore, when an intensity-modulated signal propagates through the active region of an
SLA it depletes the carrier density, thereby modulating the refractive index, which results in
phase modulation of a CW beam propagating through the SLA simultaneously.

When the SLA is incorporated into an interferometer setup, the phase modulation can be
transformed into an intensity modulated signal (Fig. 4b).

To improve the extinction ratio further, different setups using ring laser cavities13 and non-
linear optical loop mirrors14 have been proposed.
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CHAPTER 12

OPTICAL TIME-DIVISION
MULTIPLEXED COMMUNICATION
NETWORKS

Peter J. Delfyett
School of Optics/The Center for Research 
and Education in Optics and Lasers (CREOL)
University of Central Florida
Orlando, Florida

12.1 GLOSSARY

Definitions

Bandwidth A measure of the frequency spread of a signal or system—that is, its
information-carrying capacity.

Chirping The time dependence of the instantaneous frequency of a signal.
Commutator/decommutator A device that assists in the sampling, multiplexing, and demultiplex-

ing of time domain signals.
Homogeneous broadening A physical mechanism that broadens the line width of a laser transi-

tion. The amount of broadening is exactly the same for all excited
states.

Kerr effect The dependence of a material’s index of refraction on the square of
an applied electric field.

Mode partion noise Noise associated with mode competition in a multimode laser.
Multiplexing/demultiplexing The process of combining and separating several independent sig-

nals that share a common communication channel.
Passband The range of frequencies allowed to pass in a linear system.

Photon lifetime The time associated with the decay in light intensity within an opti-
cal resonator.

Picosecond One trillionth of a second.
p-n junction The region that joins two materials of opposite doping. This occurs
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when n-type and p-type materials are joined to form a continuous
crystal.

Pockel’s effect The dependence of a material’s index of refraction on an applied
electric field.

Quantum confined Optical absorption induced by an applied electric field across a semi-
Stark effect (QCSE) conductor quantum well.

Quantum well A thin semiconductor layer sandwiched between material with a
larger band gap. The relevant dimension of the layer is on the order
of 10 nm.

Sampling The process of acquiring discrete values of a continuous signal.
Spatial hole burning The resultant nonuniform spatial distribution of optical gain in a

material owing to standing waves in an optical resonator.
Spontaneous emission An energy decay mechanism to reduce the energy of excited states

by the emission of light.
Stimulated emission An energy decay mechanism that is induced by the presence of light

in matter to reduce the energy of excited states by the emission of
light.

Terabit 1 trillion bits.

Abbreviations

ADC analog-to-digital converter
APD avalanche photodetector

CEPT European Conference of Postal and Telecommunications Adminis-
trations

CMI code mark inversion
DBR distributed Bragg reflector
DFB distributed feedback

DS digital signal
EDFA erbium-doped fiber amplifier

FDM frequency-division multiplexing
FP Fabry-Perot

LED light-emitting diode
NRZ non-return-to-zero

OC-N optical carrier (Nth level)
OOK on-off keying
PAM pulse amplitude modulation
PCM pulse code modulation
PLL phase-locked loop

PLM pulse length modulation
PPM pulse position modulation

RZ return-to-zero
SDH synchronous digital hierarchy

SLALOM semiconductor laser amplifier loop optical mirror
SONET synchronous optical network

SPE synchronous payload envelope
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STS synchronous transmission signal
TDM time-division multiplexing

TDMA time-division multiple access
TOAD terahertz optical asymmetric demultiplexer

UNI unbalanced nonlinear interferometer
WDM wavelength-division multiplexing
VCO voltage-controlled oscillator

Symbols

B number of bits respresenting N levels in an analog-to-digital converter
fS sampling frequency
N number of levels in an analog-to-digital converter
n index of refraction; integer

pT periodic sampling pulse train
R1,2 mirror reflectivities

T period
W (Hz) bandwidth of a signal in hertz

xS(t) sampled version of a continuous function of time
x(t) continuous analog signal

X(ω) frequency spectrum of the signal x(t)
δ delta function
Λ grating period
λ wavelength

τD or τP photon decay time or photon lifetime
τRT round-trip propagation time of an optical cavity

φ phase shift
ω angular frequency (radians per second)

12.2 INTRODUCTION

Information and data services, such as voice, data, video, and the Internet, are integral parts
of our everyday personal and business lives. By the year 2001, total information traffic on the
phone lines will exceed 1 Tbit/s, with the Internet accounting for at least 50 percent of the
total. More importantly, the amount of traffic is expected to grow to 100 Tbit/s by the year
2008. Clearly, there is a tremendous demand for the sharing, transfer, and use of information
and related services. However, as the demand continues to increase, it should be noted that
technology must evolve to meet this demand. This chapter discusses the current status of opti-
cal time-division multiplexed communication networks. This chapter is generally organized to
initially provide the reader with a brief review of digital signals and sampling to show how and
why time-division multiplexing (TDM) becomes a natural way of transmitting information.
Following this introduction, time-division multiplexing and time-division multiple access
(TDMA) are discussed in terms of their specific applications, for example voice communica-
tion/circuit-switched networks and data communication/packet-switched networks for TDM
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and TDMA, respectively. These two sections provide the reader with a firm understanding of
the overall system perspective as to how these networks are constructed and expected to per-
form. To provide an understanding of the current state of the art, a review of selected high-
speed optical and optoelectronic device technology is given. Before a final summary and
outlook toward future directions, a specific ultra-high-speed optical time-division optical link
is discussed to coalesce the concepts with the discussed device technology.

Fundamental Concepts

Multiplexing is a technique used to combine the information of multiple communication sites
or users over a common communication medium and to send that information over a com-
munication channel where the bandwidth, or information-carrying capacity, is shared be-
tween each user. The reason for sharing the information channel is to reduce the cost and
complexity of establishing a communication network for many users. In the case where the
shared medium is time, a communication link is created by combining information from sev-
eral independent sources and transmitting that information from each source simultaneously
without the portions of information from each source interfering with each other. This is done
by temporally interleaving small portions, or bits, of each source of information so that each
user sends data for a very short period of time over the communication channel. The user
waits until all other users transmit their data before being able to transmit another bit of
information. At a switch or receiver end, the user for which the data was intended picks out,
or demultiplexes, the data that is intended for that user, while the rest of the information on
the communication channel continues to its intended destination.

Sampling

An important concept in time-division multiplexing is being able to have a simple and effec-
tive method for converting real-world information into a form that is suitable for transmission
by light over an optical fiber or by a direct line-of-sight connection in free space. As networks
evolve, the standard for information transmission is primarily becoming digital in nature—
information is transmitted by sending a coded message using two symbols (e.g., a 1 or a 0)
physically corresponding to light being either present or not on a detector at the receiving
location. This process of transforming real signals into a form that is suitable for reliable
transmission requires one to sample the analog signal to be sent and digitize and convert the
analog signal to a stream of 1s and 0s. This process is usually performed by a sample-and-hold
circuit, followed by an analog-to-digital converter (ADC). In this section the concepts of sig-
nal sampling and digitization are reviewed with the motivation to convey the idea of the
robustness of digital communications. It should be noted, however, that pure analog time-
division multiplexed systems can still be realized, as will be shown later, and it is necessary to
review this prior to examining digital TDM networks.

Sampling Theorem

The key feature of time-division multiplexing is that it relies on the fact that an analog 
bandwidth-limited signal may be exactly specified by taking samples of the signal, if the sam-
ples are taken sufficiently frequently. Time multiplexing is achieved by interleaving the sam-
ples of the individual signals. It should be noted that since the samples are pulses, the system
is said to be pulse modulated. An understanding of the fundamental principle of time-division
multiplexing, called the sampling theorem, is needed to see that any signal, including a signal
continuously varying in time, can be exactly represented by a sequence of samples or pulses.
The theorem states that a real valued bandwidth-limited signal that has no spectral compo-
nents above a frequency of W Hz is determined uniquely by its value at uniform intervals
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spaced no greater than 1/(2W) s apart. This means that an analog signal can be completely
reconstructed from a set of discrete samples uniformly spaced in time. The signal samples
xS(t) are usually obtained by multiplying the signal x(t) by a train of narrow pulses pT(t), with
a time period T = 1/fS ≤ 1⁄2W. The process of sampling can be mathematically represented as

xS (t) = x(t) ⋅ pT (t)

= x(t) ⋅ 

+∞

n = − ∞

δ (t − nT)

= 

+ ∞

n = − ∞

x(nT)δ (t − nT) (1)

where it is assumed that the sampling pulses are ideal impulses and n is an integer. Defining
the Fourier transform and its inverse as

X(ω) = 	 +∞

− ∞
x(t) exp (−jωt)dt (2)

and

x(t) = 	 ∞

− ∞
X(ω) exp (+jωt)dω (3)

one can show that the spectrum XS(ω) of the signal xS(t) is given by

XS(ω) = 
P� � ⋅ X�ω − �
= P(ω) ⋅ 
X�ω − � (4)

In the case of the sampling pulses p being perfect delta functions, and given that the Fourier
transform of δ(t) is 1, the signal spectrum is given by

XS = 
X�ω − � (5)

This is represented pictorially in Fig. 1a–c. In Fig. 1a and b is an analog signal and its sam-
pled version, where the sample interval is ∼8 times the nominal sample rate of 1/(2W). From
Fig. 1c it is clear that the spectrum of the signal is repeated in frequency every 2π/T Hz if the
sample rate T is 1/(2W). By employing (passing the signal through) an ideal rectangular low-
pass filter—that is, a uniform (constant) passband with a sharp cutoff, centered at direct cur-
rent (DC) with a bandwidth of 2π/T the signal can be completely recovered. This filter
characteristic implies an impulse response of

h(t) = 2W (6)

The reconstructed signal can now be given as

x(t) = 2W

+ ∞

n = − ∞

x(nT) ⋅

= x(t)/T, T = (7)
1

�
2W

sin [2πW(t − nT)
��

2πW(t − nT)

sin (2πWt)
��

(2πWt)

2πn
�

T

2πn
�

T
1
�
T

2πn
�

T
2πn
�

T
1
�
T

1
�
2π
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This reconstruction is shown in Fig. 2. It should be noted that the oscillating nature of the
impulse response h(t) interferes destructively with other sample responses for times away
from the centroid of each reconstructed sample. The sampling theorem now suggests three
possibilities. (1) It is possible to interleave multiple sampled signals from several independent
sources in time and transmit the total composite signal (time-division multiplexing). (2) Any
parameter of the sampling train can be varied, such as its pulse length, pulse amplitude, or
pulse position in direct accordance with the sampled values of the signal—that is, pulse length
modulation (PLM), pulse amplitude modulation (PAM), and pulse position modulation
(PPM). (3) The samples can be quantized and coded in binary or m-ary level format and
transmitted as a digital signal, leading to pulse code modulation (PCM). Figure 3 shows an
example of a sinusoidal signal and its representation in PAM, PPM, and PLM.

Interleaving

The sampling principle can be exploited in time-division multiplexing by considering the ideal
case of a single point-to-point link connecting N users to N other users over a single commu-
nication channel, which is shown schematically in Fig. 4. At the transmitter end, a number of
users with bandwidth-limited signals, each possessing a similar bandwidth, are connected to
the contact points of a rotary switch called a commutator. For example, each user may be
transmitting band-limited voice signals, each limited to 3.3 kHz. As the rotary arm of the
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FIGURE 1 An analog bandwidth-limited signal (a), along with its sam-
pled counterpart (b) sampled at a rate of ∼8 times the Nyquist rate. (c) Fre-
quency spectrum of a band-limited signal that has been sampled at a rate of
T = 1⁄2W, where W is the bandwidth of the signal.
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FIGURE 2 Temporal reconstruction of the sampled signal after passing the samples
through a rectangular filter.

FIGURE 3 Schematic representation of three different possible methods of transmitting discrete
samples of a continuous analog signal. (a) Analog sinusoidal. (b) Pulse amplitude modulation. (c)
Pulse position modulation. (d) Pulse length modulation.



switch swings around, it samples each signal sequentially. The rotary switch at the receiving
end is in synchrony with the switch at the sending end. The two switches make contact simul-
taneously at a similar number of contacts. With each revolution of the switch, one sample is
taken of each input signal and presented to the correspondingly numbered contact of the
switch at the receiving end. The train of samples at terminal 1 in the receiver passes through
a low-pass filter and at the filter output the original signal m(t) appears reconstructed. Of
course, if fM is the highest-frequency spectral component present in any of the input signals,
the switches must make at least two fM revolutions per second.

When the signals need to be multiplexed vary rapidly in time, electronic switching systems
are employed, as opposed to the simple mechanical switches depicted in Fig. 4. The sampling
and switching mechanism at the transmitter is called the commutator; while the sampling and
switching mechanism at the receiver is called the decommutator. The commutator samples
and combines samples, while the decommutator separates or demultiplexes samples belong-
ing to individual signals so that these signals may be reconstructed.

The interleaving of the samples that allow multiplexing is shown in Fig. 5. For illustrative
purposes, only two analog signals are considered. Both signals are repetitively sampled at a
sample rate T; however, the instants at which the samples of each signal are taken are differ-
ent. The input signal to receiver 1 in Fig. 4 is the train of samples from transmitter 1 and the
input signal to receiver 2 is the train of samples from transmitter 2. The relative timing of the
sampled signals of transmitter 1 has been drawn to be exactly between the samples of trans-
mitter 2 for clarity; however, in practice, these samples would be separated by a smaller tim-
ing interval to accommodate additional temporally multiplexed signals.

In this particular case, it is seen that the train of pulses corresponding to the samples of each
signal is modulated in amplitude in direct proportion to the signal. This is referred to as pulse
amplitude modulation (PAM). Multiplexing of several PAM signals is possible because the var-
ious signals are kept distinct and are separately recoverable by virtue of the fact that they are
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FIGURE 4 Illustration of a time multiplexer/demultiplexer based on simple mechanical switches called commutators and
decommutators.



sampled at different times; thus this is an example of a time-division multiplexed system. This is
in contrast to systems that can keep the signals separable by virtue of their frequency (or opti-
cal wavelength) translation to different portions of the frequency (wavelength) domain. These
systems are referred to as frequency-division multiplexed (FDM) or wavelength-division multi-
plexed (WDM).

In today’s fiber-optic systems, formally, the sampled signals are transmitted on an optical
carrier frequency, or wavelength, while older conventional electrical communication links
transmit the multiplexed signals directly over a wire pair. It should be noted that the process of
transmitting information on optical carriers is analogous to radio transmission, where the data
is transmitted on carrier frequencies in the radio frequency range (kilohertz to gigahertz).

Demultiplexing—Synchronization of Transmitter and Receiver

In any type of time-division multiplexing system, it is required that the sampling at the trans-
mitter end and the demultiplexing at the receiver end be in step (synchronized with each
other). As an example, consider the diagram of the commutator in Fig. 4. When the transmit-
ting multiplexer is set in a position that samples and transmits information from user 1, the
receiving demultiplexer must be in a position to pick out, or demultiplex, and receive infor-
mation that is directed for receiver 1. To accomplish this timing synchronization, the receiver
has a local clock signal that controls the timing of the commutator as it switches from one time
slot to the next. The clock signal may be a narrowband sinusoidal signal from which an appro-
priate clocking signal, with sufficiently fast rising edges of the appropriate signal strength, can
be derived. The repetition rate of the clock in a simple configuration would then be equal to
the sampling rate of an individual channel times the number of channels being multiplexed,
thereby assigning one time slot per clock cycle.

At the receiver end, the clock signal is required to keep the decommutator synchronized
to the commutator, that is, to keep both running at the same rate. As well, there must be addi-
tional timing information to provide agreement as to the relative positions or phase of the
commutator-decommutator pair, which assures that information from transmitter 1 is guar-
anteed to be received at the desired destination of receiver 1. The time interval from the
beginning of the time slot allocated to a particular channel until the next recurrence of that
particular time slot is commonly referred to as a frame. As a result, timing information is
required at both the bit (time slot) and frame levels. A common arrangement in time-division
multiplexed systems is to allow for one or more time slots per frame to provide timing infor-
mation, depending on the temporal duration of the transmitted frame. It should be noted that
there are a variety of methods for providing timing information, such as directly using a por-
tion of the allocated bandwidth, as just mentioned, or alternatively, recovering a clock signal
by deriving timing information directly from the transmitted data.
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FIGURE 5 Two band-limited analog signals and their respective samples
occurring at a rate of approximately 6 times the highest frequency, or 3 times
the Nyquist rate.



Digital Signals—Pulse Code Modulation

In most applications that employ optical time-division multiplexing, signals are usually sent in
a pulse-code-modulated format, as opposed to sending optical samples that are directly pro-
portional to the analog signal amplitude (e.g., PAM, PPM, and PLM). The key feature of
sending the information in the form of a digital code is that the analog form of the signal can
be corrupted with noise that generally cannot be separated from the signal. The pulse code
modulation format provides a mechanism by which the digitization and quantization, or cod-
ing, of the signal produces a signal that can be recovered from the noise introduced by the
communication link.

The limitation of a simple analog communication system is that once noise is introduced
onto the signal, it is impossible to remove. When quantization is employed, a new signal is cre-
ated that is an approximation of the original signal. The main benefit of employing a quanti-
zation technique is that, in large part, the noise can be removed from the signal. The main
characteristic of a general quantizer is it has an input-output characteristic that is in the form
of a staircase, as shown in Fig. 6. It is observed that while the input signal Vin(t) varies
smoothly, the output Vo(t) is held constant at a fixed level until the signal varies by an amount
of Vmax/N, where N is the number of levels by which the output signal changes its output level.
The output quantized signal represents the sampled waveform, assuming that the quantizer is
linearly related to the input. The transition between one level and the next occurs at the
instant when the signal is midway between two adjacent quantized levels. As a result, the
quantized signal is an approximation of the original signal. The quality of the approximation
may be improved by reducing the step size or increasing the number of quantized levels. With
sufficiently small step size or number of quantized levels, the distinction between the original
signal and the quantized signal becomes insignificant. Now, consider that the signal is trans-
mitted and subsequently received, with the addition of noise on the received signal. If this sig-
nal is presented to the input of another identical quantizer, and if the peak value of the noise
signal is less than half the step size of the quantizer, the output of the second quantizer is iden-
tical to the original transmitted quantized signal, without the noise that was added by the
transmission channel! It should be noted that this example is presented only to illustrate the
concept of noise removal via quantization techniques. In reality, there is always a finite prob-
ability—no matter how small—that the noise signal will have a value that is larger than half
the step size, resulting in a detected error. While this example shows the benefits of quantiza-
tion and digital transmission, the system trade-off is that additional bandwidth is required to
transmit the coded signal.
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FIGURE 6 The input-output “staircase” transfer
function of a digital quantizer. (a) Staircase function and
sinusoid. (b) The resultant quantized function superim-
posed on the original sinusoid, showing a slight devia-
tion of the quantized signal from the original sinusoid.
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It should be noted that the resultant quantized signal shown in Fig. 6 possesses a slight dis-
tortion that results from the quantization process. This slight distortion generates a signal-to-
noise ratio (SNR) that is not uniform for all values of received signals. This nonuniform SNR
tends to increase the error in the transmitted signal due to quantization. One method of
reducing this quantization error is to predistort the signal such that small-amplitude signals
are received with the same SNR as large-amplitude signals. This process of predistorting the
signal is called compressing, and is achieved in devices called companders. Obviously, on the
receiver end, a similar process to invert the predistortion process is required, and is accom-
plished in an expander.

Pulse Code Modulation

A signal that is to be quantized prior to transmission has been sampled as well. The quantiza-
tion is used to reduce the effects of noise, and the sampling allows us to time-division multi-
plex a number of users. The combined signal-processing techniques of sampling and
quantizing generate a waveform composed of pulses whose amplitudes are limited to a dis-
crete number of levels. Instead of these quantized sample values being transmitted directly,
each quantized level can be represented as a binary code, and the code can be sent instead of
the actual value of the signal. The benefit is immediately recognized when considering the
electronic circuitry and signal processing required at the receiver end. In the case of binary
code transmission, the receiver only has to determine whether one of two signals was received
(e.g., a 1 or a 0), as compared to a receiver system, which would need to discern the difference
between the N distinct levels used to quantize the original signal. The process of converting
the sampled values of the signal into a binary coded signal is generally referred to as encod-
ing. Generally, the signal-processing operations of sampling and encoding are usually per-
formed simultaneously, and as such, the entire process is referred to as analog-to-digital
(A-to-D) conversion.

Analog-to-Digital Conversion

The sampled signal, as shown in Fig. 5, represents the actual values of the analog signal at the
sampling instants. In a practical communication system or in a realistic measurement setup,
the received or measured values can never be absolutely correct because of the noise intro-
duced by the transmission channel or small inaccuracies impressed on the received data
owing to the detection or measurement process. It turns out that it is sufficient to transmit and
receive only the quantized values of the signal samples. The quantized values of sampled sig-
nals, represented to the nearest digit, may be represented in a binary form or in any coded
form using only 1s and 0s. For example, sampled values between 2.5 and 3.4 would be repre-
sented by the quantized value of 3, and could be represented as 11, using two bits (in base 2
arithmetic). This method of representing a sampled analog signal, as noted earlier, is known
as pulse code modulation. An error is introduced on the signal by this quantization process.
The magnitude of this error is given by

ε = (8)

where N is the number of levels determined by N = 2B, and B is the B-bit binary code—for
example, B = 8 for eight-bit words representing 256 levels. Thus one can minimize the error
by increasing the number of levels, which is achieved by reducing the step size in the quanti-
zation process. It is interesting to note that using only four bits (16 levels), a maximum error
of 2.5 percent is achieved, while increasing the number of bits to eight (256 levels) gives a
maximum error of 0.15 percent.
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N
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Optical Representation of Binary Digits and Line Coding

The binary digits can be represented and transmitted on an optical beam and passed through
an optical fiber or transmitted in free space. The optical beam is modulated to form pulses to
represent the sampled and digitized information. A family of four such representations is
shown in Fig. 7. There are two particular forms of data transmission that are quite common in
optical communications owing to the fact that their modulation formats occur naturally in
both direct and externally modulated optical sources. These two formats are referred to as
non-return-to-zero (NRZ) and return-to-zero (RZ). In addition to NRZ and RZ data formats,
pulse-code-modulated data signals are transmitted in other codes that are designed to opti-
mize the link performance, owing to channel constraints. Some important data transmission
formats for optical time-division multiplexed networks are code mark inversion (CMI) and
Manchester coding or bi-phase coding. In CMI, the coded data has no transitions for logical 1
levels. Instead, the logic level alternates between a high and low level. For logical 0, on the
other hand, there is always a transition from low to high at the middle of the bit interval. This
transition for every logical 0 bit ensures proper timing recovery. For Manchester coding, logic
1 is represented by a return-to-zero pulse with a 50 percent duty cycle over the bit period (a
half-cycle square wave), and logic 0 is represented by a similar return-to-zero waveform of
opposite phase, hence the name bi-phase. The salient feature of both bi-phase and CMI cod-
ing is that their power spectra have significant energy at the bit rate, owing to the guarantee
of a significant number of transitions from logic 1 to 0. This should be compared to the power
spectra of RZ and NRZ data, which are shown in Fig. 8. The NRZ spectrum has no energy at
the bit rate, while the RZ power spectrum does have energy at the bit rate—but the RZ spec-
trum is also broad, having twice the width of the NRZ spectrum. The received data power
spectrum is important for TDM transmission links, where a clock or synchronization signal is
required at the receiver end to demultiplex the data. It is useful to be able to recover a clock
or synchronization signal derived from the transmitted data, instead of using a portion of the
channel bandwidth to send a clock signal. Therefore, choosing a transmission format with a
large power spectral component at the transmitted bit rate provides an easy method of recov-
ering a clock signal.

Consider for example the return-to-zero (RZ) format just discussed. If the transmitted bits
are random independent 1s and 0s with equal probability, the transmitted waveform can be
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FIGURE 7 Line-coded representations of the pulse-code-
modulated logic signal 10110010111. NRZ: non-return-to-zero for-
mat; RZ: return-to-zero format; bi-phase, also commonly referred
to as Manchester coding; CMI: code mark inversion format.



considered to be the sum of a periodic clock sequence with half of the amplitude and a ran-
dom sequence with zero mean as shown in Fig. 9. The Fourier transform of the clock compo-
nent has a peak at the bit frequency, and the Fourier transform of the random component is 0
at the bit frequency. Therefore, if there is a narrow-bandpass filter at the receiver with the
received signal as the input, the clock component will pass through and the random part will
be rejected. The output is thus a pure sinusoid oscillating at the clock frequency or bit rate.
This concept of line filtering for clock recovery is schematically represented in Fig. 10.

Generally, pulse-code-modulated signals are transmitted in several different formats to fit
within the constraints determined by the transmission channel (bandwidth and so on). It is
clear from Fig. 8 that the power spectrum of return-to-zero PCM data has a spectral spread
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FIGURE 8 Power spectra of NRZ, RZ, and bi-phase line coded data. Note the rel-
ative power at the bit rate.

FIGURE 9 Illustration showing a random RZ data stream, along with its RZ clock component and its zero-mean
counterpart. Note that the zero-mean signal results from the difference between the RZ data and the clock com-
ponent.



that is approximately twice that of non-return-to-zero PCM data. Both formats have a large
amount of power in the DC and low-frequency components of their power spectra. In con-
trast, the bi-phase code has very low power in the DC and low-frequency portion of the power
spectrum, and as a result is a very useful format for efficient timing recovery.

Timing Recovery

Time-division multiplexing and time-division multiple-access networks inherently require
timing signals to assist in demultiplexing individual signals from their multiplexed counter-
parts. One possible method is to utilize a portion of the communication bandwidth to trans-
mit a timing signal. Technically, this is feasible; however (1) this approach requires hardware
dedicated to timing functions distributed at each network node that performs multiplexing
and demultiplexing functions, and (2) network planners want to optimize the channel band-
width without resorting to dedicating a portion of the channel bandwidth to timing functions.
The desired approach is to derive a timing signal directly from the transmitted data. This
allows the production of the required timing signals for multiplexing and demultiplexing
without the need to use valuable channel bandwidth.

As suggested by Fig. 10, a simple method for recovering a timing signal from transmitted
return-to-zero data is to use a bandpass filter to pass a portion of the power spectrum of the
transmitted data. The filtered output from the tank circuit is a pure sinusoid that provides the

12.14 FIBER OPTICS

FIGURE 10 Principle of clock recovery using line filtering. (a) Input RZ data stream. (b) Filtered time-domain clock signal. (c)
Schematic of an electrical tank circuit for realizing a bandpass filter. (d) Power spectrum of a periodic RZ sequence. (e) Power spec-
trum of the filtered signal.
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timing information. An important parameter to consider in line filtering is the quality factor,
designated as the filter Q. Generally, the Q factor is defined as

Q =

where ωo is the resonant frequency and ∆ω is the bandwidth of the filter. It should also be
noted that Q is a measure of the amount of energy stored in the bandpass filter, such that the
output from the filter decays exponentially at a rate directly proportional to Q. In addition, for
bandpass filters based on passive electrical circuits, the output peak signal is directly propor-
tional to Q. These two important physical features of passive line filtering imply that the filter
output will provide a large and stable timing signal if the Q factor is large. However, since Q is
inversely proportional to the filter bandwidth, a large Q typically implies a small filter band-
width. As a result, if the transmitter bit rate and the resonant frequency of the tank circuit do
not coincide, the clock output could be zero. In addition, the clock output is very sensitive to
the frequency offset between the transmitter and resonant frequency. Therefore, line filtering
can provide a large and stable clock signal for large filter Q, but the same filter will not perform
well when the bit rate of the received signal has a large frequency variation. In TDM bit tim-
ing recovery, the ability to recover the clock of an input signal over a wide frequency range is
called frequency acquisition or locking range, and the ability to tolerate timing jitter and a long
interval of zero transitions is called frequency tracking or hold over time. Therefore, the trade-
off exists between the locking range (low Q) and hold over time (large Q) in line filtering.

A second general scheme to realize timing recovery and overcome the drawbacks of line fil-
tering using passive linear components is the use of a phase-locked loop (PLL) in conjunction
with a voltage-controlled oscillator (VCO) (see Fig. 11a). In this case, two signals are fed into

ωo
�
∆ω
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FIGURE 11 (a) Schematic diagram of a phase-locked loop using a mixer as a phase detector and a voltage-controlled
oscillator to provide the clock signal that can track phase wander in the data stream. (b) Data format conversion
between input NRZ data and RZ output data using an electronic logic gate. The subsequent RZ output is then suitable
for use in a clock recovery device.

(a)

(b)



the mixer. One signal is derived from the data (e.g., from a line filtered signal possessing energy
at the bit rate), while the second signal is a sinusoid generated from the VCO. The mixer is used
as a phase detector and produces a DC voltage that is applied to the VCO to adjust its frequency
of operation. The overall function of the PLL is to adjust its own voltage to track the frequency
and phase of the input data signal. Owing to the active components in the PLL, this approach
for timing recovery can realize a broad locking range, low insertion loss, and good phase-
tracking capabilities. It should be noted that while the concepts for timing recovery described in
this section were illustrated using techniques that are not directly applicable to ultra-high-speed
optical networking, the underlying principles will still hold for high-speed all-optical techniques.
These approaches are discussed in more detail later in the chapter.

While both these techniques require the input data to be in the return-to-zero format,
many data transmission links use non-return-to-zero line coding owing to its bandwidth effi-
ciency. Unfortunately, in the NRZ format there is no component in the power spectrum at the
bit rate. As a result, some preprocessing of the input data signal is required before clock
recovery can be performed. A simple method for achieving this is illustrated in Fig. 11b. The
general concept is to present the data signal with a delayed version of the data at the input
ports of a logic gate that performs the exclusive OR operation. The temporal delay, in this
case, should be equal to half a bit. The output of the XOR gate is a pseudo-RZ data stream
that can then be line filtered for clock recovery.

12.3 TIME-DIVISION MULTIPLEXING AND TIME-DIVISION
MULTIPLE ACCESS

Overview

In today’s evolving telecommunication (voice and real-time video) and data (e.g., Internet)
networks, the general mode of transmitting information can be adapted to make maximum
use of a network’s bandwidth. In addition, the general characteristics of the user application
may also require a specific mode of transmission format. For example, in classic circuit-
switched voice communications, real-time network access is desired since voice communica-
tions are severely hampered in links that have large timing delays or latency. In contrast, data
networks are not hampered if the communications link has small delays in the transmission of
information. In this case, packet-switched data is sent in bursts, and the user does not require
continuous, real-time access to the network. These two different ways of achieving access to
the bandwidth are generally referred to as time-division multiplexing (TDM), typically used
in circuit-switched voice communication networks, and time-division multiple access
(TDMA), which is used in packet-switched data networks.

In communication links such as TDM and TDMA, since the transmission medium band-
width is shared in the time domain, the transmitting node is required to know when (at what
time) it can transmit, and the duration (or for how long) it can transmit the data. These two
aspects of time multiplexing immediately imply constraints on the bit or frame synchroniza-
tion and bit period or packet rate for TDM and TDMA, respectively. We will now review both
TDM and TDMA access, emphasizing these two aspects.

Time-Domain Multiple Access

In time-domain multiple access (TDMA), communication nodes send their data to the shared
medium during an assigned time slot. A key characteristic of TDMA is that it first stores
lower-bit-rate signals in a buffer prior to transmission. As seen in Fig. 12, when a node is
assigned a time slot and allowed to transmit, it transmits all the bits stored in the buffer at a
high transmission rate. To relax the synchronization requirement, data bursts or time slots are
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TDMA separated by a guard time. With this guard time, transmissions within different time
slots may have different bit clocks. This key feature allows the simplification of the timing
recovery process and removes the need for frequency justification.

Owing to the fact that there is no need for bit timing and synchronization between the mul-
tiple users, TDMA can be directly performed in the optical transmission domain. The user
obtains access to the transmission medium by having an optical transmitter transmitting a
burst of optical data in a pulse-code-modulation format within a time slot. It should be noted
that in optical networking scenarios, optical TDMA (OTDMA) is preferred over optical
TDM (OTDM), owing to the ease of implementation of OTDMA. However, it must be
stressed that the OTDMA approach has a lower bandwidth efficiency because some of the
time slots are required to realize required timing guard bands.

The TDMA frame in Fig. 12 consists of a reference burst and a specific number of time slots.
The reference burst is used for timing and establishing a synchronization reference, in addition
to carrying information regarding the signaling (the communication process that sets up the
communication call and monitors the communication link). The rest of the frame, which con-
tains additional guard bands and time slots, carries the data. The reference burst primarily con-
tains three main components: (1) a preamble, (2) a start code, and (3) control data. The
preamble is a periodic bit stream that provides bit timing synchronization. Depending on the
technology employed, the temporal duration or number of bits required to establish synchro-
nization is on the order of a few bit periods. Once bit timing is achieved, the content in the
remaining reference burst can be read. Following the preamble is a unique start code indicat-
ing the end of the preamble and the start of the information portion of the reference burst.
When the word is recognized, control data can be interpreted correctly. In general, control
data carries information such as station timing, call setup status, and signal information.
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FIGURE 12 Representation illustrating the concepts of time-division multiple access, showing time-compressed data
packets and the detailed layout of a TDMA packet, including header overhead and payload.



The reference burst in a TDMA frame is the overhead and occupies only a small portion
of the frame. The remaining portion of the frame is divided into time slots separated by guard
time bands. As in the reference burst, each time slot consists of a preamble, a unique start
code, and the information payload. Owing to the different propagation delays between sta-
tions, the guard time between time slots is necessary to avoid overlap between two consecu-
tive time slots. It should be noted that in TDMA networks, the transmitted data from the
nodes must wait for time slots to become available. This occurs through an assigning process
termed the call setup. Once a node obtains a time slot, it can use the same time slot in every
frame for the duration of the communication session. In this case, the access is deterministic
and as a result TDMA is generally used for constant-bit-rate transmission. While the node
waits for the assigning of a time slot, the user stores its information into a buffer. Once the
time slot is assigned, the bits are read out at a higher bit rate, and as a result the transmitted
data bits have been compressed in time during the high-speed readout and transmission.
When the input bits are stored and read out at a later time, a compression delay is introduced
that is generally equal to the frame size. In real-time applications, it is critical to reduce the
compression delay, and as a result the frame size should be as small as possible. However,
since each frame has associated overhead in the preamble burst, the bandwidth or access effi-
ciency is reduced. As a result, there is a trade-off between the network access efficiency and
the compression delay.

Optical Domain TDMA

Even though there is an inherent trade-off between network access efficiency and compres-
sion delay, OTDMA is very attractive owing to the lack of any global, or network-wide, syn-
chronization needs. As a result, the independent receiver nodes can have independent bit
clocks. In an optical implementation, OTDMA bit rates are usually high, and this clock inde-
pendence makes this approach attractive. One embodiment of an optical domain TDMA net-
work is schematically illustrated in Fig. 13. To synchronize access, master frame timing needs
to be distributed to all nodes. To achieve this, one of the nodes in the network, called the mas-
ter node, generates a reference burst every T seconds, where T is the duration of a frame. Hav-
ing the receiving nodes detect the reference burst means that the frame timing can be known
at all receiving nodes; if the number of slots per frame is also known, the slot timing is
obtained.

To allow the data to be received over a specific time slot in TDMA, a gate signal turns on
during the slot interval, which is generated from the derived slot timing. As shown in Fig. 13,
data in this slot interval can pass through the gate, be detected, and then be stored in the
decompression buffer. The received slot timing derived is also sent to the local transmitter to
determine its slot timing for transmission. The optical TDMA signal is first photodetected
and then detected during a given slot interval. Data in all other time slots is suppressed by the
gating operation. To preserve the received signal waveform, the bandwidth of the gating
device is required to be much larger than the instantaneous bit rate. As a result, the band-
width of the gate can limit the total TDMA throughput. To solve this problem, the gating
function can be performed in the optical domain, whereby an electrooptical gate is used for a
larger transmission bandwidth.

Time-Division Multiplexing

Historically, time-division multiplexing was first used in conventional digital telephony, where
multiple lower-bit-rate digital data streams are interleaved in the time domain to form a
higher-rate digital signal. These lower-bit-rate signals are referred to as tributary signals. Like
TDMA, TDM is a time-domain multiple access approach, and each of its frames consists of a
specific number of time slots. In contrast to the case with TDMA, data carried by different
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slots is first synchronized in bit timing and then interleaved by a higher bit clock. This process
of bit timing synchronization, called frequency justification, is necessary when upstream sig-
nals have different bit clock frequencies. Owing to the fact that all the tributary signals that
feed into the overall network are synchronized at the bit level, no temporal guard band is
required between different time slots, as is needed in the TDMA approach. In addition, a
preamble signal at the beginning of each time slot is not required. As a result, if bit-level tem-
poral synchronization is achievable, TDM is a better choice than TDMA, since the access and
network bandwidth efficiency is higher (i.e., there are no wasted time slots used for preamble
and guard band signals).

In TDM, lower-bit-rate signals are bit or byte interleaved into a higher-bit-rate signal.
Accordingly, the multiplexed output consists of time slots, each of which carries one bit or
byte for one input signal. To demultiplex time slots or to recognize which slots belong to
which original inputs at the receiver end, time slots are grouped into frames that have addi-
tional overhead bits for frame and slot synchronization. As shown in Fig. 14, the number of
time slots in a frame is equal to the total number of input signals, and when one input gets
access to one slot, it continues to use the same slot in each frame for transmission. To multi-
plex a number of independent signals in TDM, the input signals must have the same bit clock.
If there is any frequency mismatch between the bit rate of the independent signals, a premul-
tiplexing signal processing step is required that adjusts the input bit rate of the signals to a
common or master clock. This premultiplexing signal-processing step is referred to as fre-
quency justification and can generally be achieved by adding additional bits to the frame, or
by slip control, which may drop a byte and retransmit that byte in the next assigned time slot.
These preprocessing steps of temporally aligning a number of independent signals to a com-
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FIGURE 13 Optical implementation of a TDMA transmitter receiver.



mon clock form one of the key challenges in high-bit-rate optical TDM systems, and for some
applications this is a major drawback.

Owing to the fact that time-division multiplexing requires bit-timing synchronization, its
implementation is more involved and complex. In order to synchronize the bit rates of the input
signals, timing is generally performed at low bit rates directly on the input electrical signals. In
order to facilitate the timing synchronization of the lower-bit-rate electrical signals that will ulti-
mately be transmitted optically, an electronic synchronization standard has been developed that
is referred to as the synchronous optical network (SONET) or the synchronous digital hierarchy
(SDH). The key concept behind this synchronization process is the use of a floating payload,
which eases the requirements of frequency justification, bit stuffing, and slip control.

Frame and Hierarchy

Like TDMA, TDM has a frame structure for data transmission and is composed of time slots
that carry information, or data, from the lower-bit-rate or tributary signal. Since there is no
temporal guard band or preamble signal for TDM time slots, the amount of data within a TDM
time slot is generally one byte. While there is less overhead in TDM, this approach nonetheless
does require the transmission of bits that assist in synchronization for the identification of
frame boundaries and frequency justification, signaling for the setup and maintenance of the
circuit connection, and maintenance bits for error correction and bit error rate monitoring.
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FIGURE 14 Representation illustrating the concepts of time-division multiplexing, showing schemes based on bit
and byte interleaving.



In conventional TDM networks, two primary digital multiplexed systems are the 24- and
30-channel pulse-code-modulation formats for voice signals. In the 24-channel PCM-TDM
format, 24 8-bit voice channels are time multiplexed to give 192 bits per frame, where each
frame has a duration of 125 µs. One additional bit is inserted to provide frame synchroniza-
tion, resulting in a total of 193 bits per frame. With a sampling rate of 8 kHz for standard voice
communications, the overall clock rate is 1.544 Mbit/s; this is referred to as a T1 signal or
frame. Signaling information is usually transmitted over the eighth bit of the code word. A
simplified block diagram of a 24-channel PCM coder/decoder is shown in Fig. 15.

A counterpart to the T1 frame of the 24-channel PCM-TDM is the 30-channel system,
most generally deployed in Europe and referred to as the CEPT1 30-channel system. In this
system, the frame size is also 125 µs, but each frame consists of 32 slots, with two slots (0 and
16) used for framing and signaling while the remaining 30 slots are used to carry 30 64kbit/s
channels. From this design, the resulting bit rate of CEPT1 is 2.048 Mbit/s.

In TDM systems and telephony, the network is configured hierarchically—that is, higher-
rate signals are multiplexed into continually higher-rate signals. In the AT&T digital hierar-
chy, the 24-channel PCM-TDM signals or T1 carriers are used as the basic system, and
higher-order channel banks, referred to as T2, T3, and T4, are obtained by combining the
lower-order channel banks. The multiplexing hierarchy is illustrated for both 24- and 30-
channel systems in Fig. 16.

SONET and Frequency Justification

The synchronous optical network (SONET) is a TDM standard for transmission over optical
fibers in the terrestrial United States. An international standard operating with the same

OPTICAL TIME-DIVISION MULTIPLEXED COMMUNICATION NETWORKS 12.21

FIGURE 15 Schematic showing a 24-channel TDM transmitter/receiver. Included are compander/expander
modules that compensate for quantization error and increase the system signal-to-noise ratio.



underlying principles is called the synchronous digital hierarchy (SDH). These transmission
standards were designed to simplify the process of frequency justification so that multiplexing
and demultiplexing can be done at high speeds. To achieve this goal, SONET introduces the
concept of a floating payload, where the information part of the packet floats with respect to
the header information and the overall frame and the location of the payloads are identified
by a process called pointer processing. A SONET frame has a two-dimensional frame struc-
ture to assist in examining its logical structure (see Fig. 17a). The sequence of data on the
transmission line is obtained by traversing the table row by row, moving from left to right. The
frame consists of 90 columns by nine rows. Since SONET transmission is to be compatible
with voice communications, the frame duration is 125 µs, to be consistent with carrying at
least one 8-bit digital sample of a voice channel. Therefore the basic bit rate of a SONET
channel is 90 × 9 × 64 kbit/s or 51.84 Mbit/s. This basic SONET signal is called synchronous
transmission signal (STS)-1. STS-1 is the lowest rate in SONET, with all other SONET signals
being multiples of this basic rate. It should be noted that the international version of SONET
(SDH) has a two-dimensional frame structure of nine rows and 270 columns, existing for 
125 µs, making the nominal SDH rate 3 times higher than that for SONET, or 155.52 Mbit/s.
In this case STS-3 for SONET operates at the same rate as STS-1 (synchronous transport
module) for SDH. When SONET signals are used to modulate a laser diode, the signals are
then referred to as optical carrier (OC)-N signals.

In the SONET framing structure, the first four columns contain overhead information, and
the remaining 86 columns contain the information payload. The fourth column and the
remaining 86 columns make up a structure called the synchronous payload envelope (SPE).
The salient feature of the SONET transmission is that the SPE can float with respect to the
SONET frame—that is, the first byte of the SPE can be located anywhere within the 9 × 87
area. As one reads the SONET frame from left to right and top to bottom, the location of the
overhead information is repeated in the same place in each frame. If these framing bytes con-
tinue to be present at the appropriate time, there is an extremely high probability that the sig-
nal is the framing signal and that the alignment of all other bytes is known. To identify the
specific position of each payload, pointer processing becomes the critical aspect of SONET
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FIGURE 16 Schematic representation of the telephonic AT&T digital hierarchy and its European counter-
part, CEPT.



transmission. In the classic T1 hierarchy, lower-speed signals generally arrive at the multi-
plexer at an arbitrary position with respect to their frame boundaries. The input data is then
buffered to allow all the incoming signals to be aligned with the frame of the high-speed mul-
tiplex signal. These buffers were also necessary to allow for slight differences in clocks in the
transmission lines that feed the multiplexer. The payload pointer eliminates the need for
these buffers by providing a specific set of overhead bytes whose value can be used to deter-
mine the offset of the payload from the frame boundary.

The floating SPE concept and the use of pointer processing were developed to facilitate
simpler implementation of frequency justification. In contrast to T carriers, where a tributary
input at a multiplexer is frequency justified with respect to the frame of its next higher hier-
archy, SONET performs frequency justification at the lowest STS-1 level. For example, when
N STS-1 signals are multiplexed, the overhead of the input signals is removed, and the pay-
loads of each input signal are mapped to the synchronous payload envelope (SPE) of the
internal STS-1 signal of the multiplexer. Since each input signal is now synchronized and fre-
quency justified after mapping to the internal STS-1 signal and its local clock, all N STS-1 sig-
nals can now be byte interleaved, resulting in a nominal outgoing bit rate of N times STS-1 for
an STS-N signal. When M STS-N signals are multiplexed, each STS-N signal is first demulti-
plexed into N STS-1 signals, each of which is then frequency justified by the STS-1 clock of the
multiplexer. Byte interleaving can then be done for the M × N STS-1 signals. It should be
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FIGURE 17 (a) The two-dimensional data structure of a TDM frame for SONET transmission. (b) The process of frequency
justification, showing both positive and negative bit stuffing, to accommodate signals that are not at the same bit clock at a mul-
tiplexer.
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noted that for T1 carriers, multiplexing occurs with four T1 signals to create a T2 signal, with
seven T2 signals to create a T3 signal, and so on. This hierarchical multiplexing complicates
the bit clock relationship at the different T-carrier levels.

To illustrate the process of frequency justification, consider the interleaving of a TDM
packet with slightly different bit clocks as compared to the local bit clock of the multiplexer, as
illustrated in Fig. 17b. In order to handle the possibility of each signal having a slightly different
bit rate, the frame structure must possess extra space, or stuffing bits, to accommodate this dif-
ference. If the two signals, signal 1 and signal 2, have the same bit clock and as a result are fre-
quency justified, only the payloads are copied to the outgoing frame. If the bit clocks are
different, both payloads cannot fit within the outgoing frame, owing to bit conservation. In the
case where the input bit clock of signal 1 has a higher bit rate than that of signal 2, the stuffing
space from the header of signal 2 must be used to carry payload data from signal 1. Since the
payloads of each signal possess the same number of bits, there is a one-byte shift in the mapping,
that is, the start of the payload of signal 2 is advanced by one byte and floats with respect to the
header. If, on the other hand, signal 1 has a lower bit rate than signal 2, an extra dummy byte is
inserted into the payload of signal 2, and the mapping is delayed for one byte. Given these two
extremes, it is clear that the payload floats with respect to the header within the TDM frame and
can advance or be delayed to accommodate the timing difference between the signals.

12.4 INTRODUCTION TO DEVICE TECHNOLOGY

Thus far, a general description of the concepts of digital communications and the salient fea-
tures of TDM and TDMA has been presented. Next we address specific device technology
that is employed in OTDM networks (e.g., sources, modulators, receivers, clock recovery
oscillators, demultiplexers, and so on) to provide an understanding of how and why specific
device technology may be employed in a system to optimize network performance, minimize
cost, or provide maximum flexibility in supporting a wide variety of user applications.

Optical Time-Division Multiplexing—Serial vs. Parallel

Optical time-division multiplexing can generally be achieved by two main methods. The first
method is referred to as parallel multiplexing; the second method is classified as serial multi-
plexing. These two approaches are schematically illustrated in Fig. 18. The advantage of the
parallel type of multiplexer is that it employs simple, linear passive optical components, not
including the intensity modulator, and that the transmission speed is not limited by the mod-
ulator or any other high-speed switching element. The drawback is that the relative temporal
delays between each channel must be accurately controlled and stabilized, which increases
the complexity of this approach. Alternatively, the serial approach to multiplexing is simple
to configure. In this approach a high-speed optical clock pulse train and modulation signal
pulses are combined and introduced into an all-optical switch to create a modulated channel
on the high-bit-rate clock signal. Cascading this process allows all the channels to be inde-
pendently modulated, with the requirement that the relative delay between each channel
must be appropriately adjusted.

Device Technology—Transmitters

For advanced lightwave systems and networks, it is the semiconductor laser that dominates as
the primary optical source that is used to generate the light that is modulated and transmitted
as information. The reason for the dominance of these devices is that they are very small, typ-
ically a few hundred micrometers on a side; that they achieve excellent efficiency in convert-
ing electrons to photons; and that their cost is low. In addition, semiconductor diode lasers
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can generate optical signals at wavelengths of 1.3 and 1.55 µm. These wavelengths are impor-
tant because they correspond to the spectral regions where optical signals experience minimal
dispersion (spreading of the optical data bits) and minimal loss.

These devices initially evolved from simple light-emitting diodes (LEDs) composed of a
simple p-n junction, to Fabry-Perot (FP) semiconductor lasers, to distributed feedback (DFB)
lasers and distributed Bragg reflector (DBR) lasers, and finally to mode-locked semiconduc-
tor diode lasers and optical fiber lasers. A simple description of each of these devices is given
in the following text, along with advantages and disadvantages that influence how these opti-
cal transmitters are deployed in current optical systems and networks.

Fabry-Perot Semiconductor Lasers

Generally, the light-emitting diode is the simplest of all forms of all semiconductor light
sources. These devices are quite popular for displays and indicator lights. Their use, however,
is limited for communication and signal processing owing to the low modulation speeds and
resulting low bandwidths achievable with these devices. In addition, owing to the fact that
LEDs emit with a relatively broad optical spectrum, typically 10 to 30 nm, effects such as
chromatic dispersion in the optical fiber tend to temporally broaden the optical bits and add
additional constraints to the data transmission rates achievable with these devices. As a result,
LEDs have a limited use in telecommunications, even though the device structure is quite
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FIGURE 18 Schematic of optical time-division multiplexing for interleaving high-speed RZ optical pulses. (a) Paral-
lel implementation. (b) Serial implementation.
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simple and the cost is very low. Given this, it is the simple Fabry-Perot semiconductor laser
that will be initially considered as a potential source for OTDM systems and networks.

The Fabry-Perot semiconductor laser diode is made up of a semiconductor p-n junction
that is heavily doped and fabricated from a direct-gap semiconductor material. The injected
current is sufficiently large to provide optical gain. The optical feedback is provided by mir-
rors, which are usually obtained by cleaving the semiconductor material along its crystal
planes. The large refractive index difference between the crystal and the surrounding air
causes the cleaved surfaces to act as reflectors. As a result, the semiconductor crystal acts both
as the gain medium and as an optical resonator or cavity (see Fig. 19). Provided that the gain
coefficient is sufficiently large, the feedback transforms the device into an optical oscillator or
laser diode. It should be noted that the laser diode is very similar to the light-emitting diode.
Both devices have a source of pumping energy that is a small electric current injected into the
p-n junction. To contrast the devices, the light emitted from the LED is generated from spon-
taneous emission, whereas the light produced from an FP laser diode is generated from stim-
ulated emission.

To contrast semiconductor lasers with conventional gas laser sources, the spectral width of
the output light is quite broad for semiconductor lasers owing to the fact that transitions
between electrons and holes occur between two energy bands rather than two well-defined
discrete energy levels. In addition, the energy and momentum relaxation processes in both
conduction and valence band are very fast, typically ranging from 50 fs to 1 ps, and the gain
medium tends to behave as a homogeneously broadened gain medium. Nonetheless, effects
such as spatial hole burning allow the simultaneous oscillation of many longitudinal modes.
This effect is compounded in semiconductor diode lasers because the cavity lengths are short
and, as a result, have only a few longitudinal modes. This allows the fields of different longi-
tudinal modes, which are distributed along the resonator axis, to overlap less, thereby allow-
ing partial spatial hole burning to occur. Considering that the physical dimensions of the
semiconductor diode laser are quite small, the short length of the diode forces the longitudi-
nal mode spacing c/2nL to be quite large. Here c is the speed of light, L is the length of the
diode chip, and n is the refractive index. Nevertheless, many of these modes can generally fit
within the broad gain bandwidth allowed in a semiconductor diode laser. As an example, con-
sider an FP laser diode operating at 1.3 µm, fabricated from the InGaAsP material system. If
n = 3.5 and L = 400 µm, the modes are spaced by 107 GHz, which corresponds to a wavelength
spacing of 0.6 nm. In this device, the gain bandwidth can be 1.2 THz, corresponding to a wave-
length spread of 7 nm, and as many as 11 modes can oscillate. Given that the mode spacing
can be modified by cleaving the device so that only one axial mode exists within the gain
bandwidth, the resulting device length would be approximately 36 µm, which is difficult to
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FIGURE 19 Schematic illustration of a simple Fabry-Perot semiconductor diode laser.



achieve. It should be noted that if the bias current is increased to well above threshold, the
device can tend to oscillate on a single longitudinal mode. For telecommunications, it is very
desirable to directly modulate the laser, thus avoiding the cost of an external modulator.
However, in the case of direct modulation, the output emission spectrum will be multimode,
and as a result, effects of dispersion will broaden the optical data bits and force the data rate
to be reduced to avoid intersymbol interference. Given this effect, Fabry-Perot lasers tend to
have a limited use in longer optical links.

Distributed Feedback Lasers

As indicated, the effects of dispersion and the broad spectral emission from semiconductor
LEDs and semiconductor Fabry-Perot laser diodes tend to reduce the overall optical data
transmission rate. Thus, methods have been developed to design novel semiconductor laser
structures that will only operate on a single longitudinal mode. This will permit these devices
to be directly modulated and allow for longer transmission paths since the overall spectral
width is narrowed and the effect of dispersion is minimized.

There are several methods of achieving single-longitudinal-mode operation from semi-
conductor diode lasers. A standard semiconductor injection laser may be operated on a single
transverse mode by reducing the waveguide’s transverse dimensions, such as the width and
height, while single-frequency operation may be obtained by reducing the length L of the
diode chip so that the frequency spacing between adjacent longitudinal modes exceeds the
spectral width of the gain medium. Other methods of single-mode operation include the use
of a device known as a coupled-cleaved-cavity (C3) laser, which is achieved by cleaving or
etching a groove parallel to the end faces of the normal diode chip but placed between the
end facets, thus creating two cavities. The standing-wave criteria must be satisfied by the
boundary conditions at the surfaces of both cavities, and are generally only satisfied by a sin-
gle frequency. In practice, however, the usefulness of this approach is limited by thermal drift,
which results in both a wandering of the emission and abrupt, discrete changes in the spectral
emission.

The preferred method of achieving single-frequency operation from semiconductor diode
lasers is to incorporate frequency-selective reflectors at both ends of the diode chip, or alter-
nately to fabricate the grating directly adjacent to the active layer. These two approaches result
in devices referred to as distributed Bragg reflector (DBR) lasers and distributed feedback
(DFB) lasers, respectively. In practice, it is easier to fabricate a single grating structure above the
active layer as opposed to two separate gratings at each end. As a result, the DFB laser has
become the laser of choice for telecommunications applications. These devices operate with
spectral widths on the order of a few megahertz and have modulation bandwidths over 10 GHz.
Clearly, the high modulation bandwidth and low spectral width make these devices well suited
for direct modulation or on-off-keyed (OOK) optical networks. It should be noted that the nar-
row line width of a few megahertz is for the device operating in a continuous-wave mode, while
modulating the device will necessarily broaden the spectral width.

In DFB lasers, Bragg reflection gratings are employed along the longitudinal direction of
the laser cavity and are used to suppress the lasing of additional longitudinal modes. As
shown in Fig. 20a, a periodic structure similar to a corrugated washboard is fabricated over
the active layer, where the periodic spacing is denoted as Λ. Owing to this periodic structure,
both forward- and backward-traveling waves must interfere constructively with each other. In
order to achieve this constructive interference between the forward and backward waves, the
round-trip phase change over one period should be 2πm, where m is an integer and is called
the order of the Bragg diffraction. With m = 1, the first-order Bragg wavelength λB is

2π = 2Λ(2πn/λB) (9)

or

λB = 2Λn (10)
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where n is the refractive index of the semiconductor. Therefore, the period of the periodic struc-
ture determines the wavelength for the single-mode output. In reality, a periodic DFB structure
generates two main modes symmetrically placed on either side of the Bragg wavelength λB. In
order to suppress this dual-frequency emission and generate only one mode at the Bragg wave-
length, a phase shift of λ/4 can be used to remove the symmetry. As shown in Fig. 20b, the peri-
odic structure has a phase discontinuity of π/2 at the middle, which gives an equivalent λ/4 phase
shift. Owing to the ability of the λ/4 DFB structure to generate a single-frequency, narrow spec-
tral line width, these are the preferred devices for telecommunications at present.

Mode-locked Lasers

Mode-locking is a technique for obtaining very short bursts of light from lasers, and can be
easily achieved employing both semiconductor and fiber gain media. As a result of mode-
locking, the light that is produced is automatically in a pulsed form that produces return-to-
zero (RZ) data if passed through an external modulator being electrically driven with
non-return-to-zero data. More importantly, the temporal duration of the optical bits pro-
duced by mode-locking is much shorter than the period of the driving signal! In contrast, con-
sider a DFB laser whose light is externally modulated. In this case, the temporal duration of
the optical bits will be equal to the temporal duration of the electrical pulses driving the exter-
nal modulator. As a result, the maximum possible data transmission rate achievable from the
DFB will be limited to the speed of the electronic driving signal. With mode-locking, how-
ever, a low-frequency electrical drive signal can be used to generate ultrashort optical bits. By
following the light production with external modulation and optical bit interleaving, one can
realize the ultimate in OTDM transmission rates. To show the difference between a mode-
locked pulse train and its drive, Fig. 21 plots a sinusoid and a mode-locked pulse train con-
sisting of five locked optical modes.
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FIGURE 20 Schematic illustrations of distributed feedback (DFB) lasers. (a)
Conventional DFB. (b) Quarter-wave DFB, showing the discontinuity of the Bragg
grating structure to achieve single-wavelength operation.



To understand the process of mode-locking, it should be recalled that a laser can oscillate
on many longitudinal modes that are equally spaced by the longitudinal mode spacing
c/(2nL). Normally these modes oscillate independently; however, techniques can be
employed to couple and lock their relative phases together. The modes can then be regarded
as the components of a Fourier-series expansion of a periodic function of time of period T =
(2nL)/c that represents a periodic train of optical pulses. Consider for example a laser with
multiple longitudinal modes separated by c/2nL. The output intensity of a perfectly mode-
locked laser as a function of time t and axial position z with M locked longitudinal modes,
each with equal intensity, is given by

I(t,z) = M 2 |A |2 (11)

where T is the periodicity of the optical pulses and sin c(x) is sin (x)/x. In practice, there are
several methods of generating optical pulse trains by mode-locking. These generally fall into
two categories: (1) active mode-locking and (2) passive mode-locking. In both cases, to lock
the longitudinal modes in phase, the gain of the laser is increased above its threshold for a
short duration by opening and closing a shutter that is placed within the optical cavity. This
allows a pulse of light to form. Allowing the light to propagate around the cavity and contin-
ually reopening and closing the shutter at a rate inversely proportional to the round-trip time
forms a stable, well-defined optical pulse. If the shutter is realized by using an external mod-
ulator, the technique is referred to as active mode-locking, whereas if the shutter is realized by
a device or material that is activated by the light intensity itself, the process is called passive

sin c 2 [M(t − z/c)/T ]
���

sin c 2 [(t − z/c)T ]
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FIGURE 21 Optical intensity distribution of five coherent, phase-locked modes of a
laser (a), and a schematic diagram of an external-cavity mode-locked laser (b). Super-
imposed on the optical pulse train is a typical sinusoid that could be used to mode-lock
the laser, showing that much shorter optical pulses can be obtained from a low-
frequency signal.

(a)

(b)



mode-locking. Both techniques can be used simultaneously; this is referred to as hybrid mode-
locking (see Fig. 21b).

From the preceding equation, it is observed that the pulse duration is determined by the
number of modes M, which in practice is generally limited by the gain bandwidth of the
medium. Since the gain bandwidth of semiconductor and optical fiber lasers can be very
broad, the resultant pulse width can be very short. In addition, since the modes are added
coherently, the peak intensity is M times the average power, making these optical pulses suf-
ficiently intense to induce nonlinear optical effects. Generally, high optical power in optical
communication is useful for large signal-to-noise ratios in the detection process; however,
other effects, such as nonlinear optical effects, can be detrimental. While nonlinear optical
effects are typically avoided in data transmission, the peak intensity may exploit novel forms
of optical propagation, such as optical soliton propagation. In addition, ultrafast all-optical
switching and demultiplexing only become possible with such high-peak-intensity pulses. As
a result, mode-locked semiconductor and fiber lasers may ultimately become the preferred
laser transmitters for telecommunications.

Direct and Indirect Modulation

To transmit information in OTDM networks, the light output of the laser source must be
modulated in intensity. Depending on whether the output light is modulated by directly mod-
ulating the current source to the laser or whether the light is modulated externally (after it has
been generated), the process of modulation can be classified as either (1) direct or (2) indirect
or external (see Fig. 22a and b). With direct modulation, the light is directly modulated inside
the light source, while external modulation uses a separate external modulator placed after
the laser source.

Direct modulation is used in many optical communication systems owing to its simple and
cost-effective implementation. However, due to the physics of laser action and the finite
response of populating the lasing levels owing to current injection, the light output under
direct modulation cannot respond to the input electrical signal instantaneously. Instead, there
are turn-on delays and oscillations that occur when the modulating signal, which is used as the
pumping current, has large and fast changes. As a result, direct modulation has several unde-
sirable effects, such as frequency chirping and line width broadening. In frequency chirping,
the spectrum of the output generated light is time varying; that is, the wavelength and spec-
trum change over time. This is because as the laser is turned on and off, the gain is changed
from a very low value to a high value. Since the index of refraction of the laser diode is closely
related to the optical gain of the device, as the gain changes, so does its index. It is this time-
varying refractive index that leads to frequency chirping, sometimes referred to as phase mod-
ulation. In addition, in Fabry-Perot lasers, if the device is turned on and off, the temporal
behavior of the spectrum will vary from being multimode to nearly single mode within an
optical bit, leading to line width broadening. The line width broadening results from measur-
ing the time-integrated optical spectrum. In this case, since the instantaneous frequency or
spectral width of the laser source varies rapidly over time, a measurement of the optical spec-
trum over a time interval that is long compared to the instantaneous frequency changes
results in a broadened spectral width of the source as compared to a continuous wave mea-
surement.

External Modulation

External modulation provides an alternative approach to achieving light modulation with the
added benefit of avoiding the undesirable frequency chirping effects in DFB lasers and mode
partition noise in FP lasers associated with direct modulation. A typical external modulator
consists of an optical waveguide in which the incident light propagates through and the refrac-
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tive index or absorption of the medium is modulated by a signal that represents the data to be
transmitted. Depending on the specific device, three basic types of external modulators can
be used: (1) electrooptic, (2) acoustooptic, and (3) electroabsorption (EA). Generally, acous-
tooptic modulators respond slowly—on the order of several nanoseconds—and as a result are
not used for external modulators in telecommunications applications. Electroabsorption
modulators rely on the fact that the band edge of a semiconductor can be frequency shifted to
realize an intensity modulation for a well-defined wavelength that is close to the band edge of
the modulator. Linear frequency responses up to 50 GHz are possible; however, the fact that
the wavelength of the laser and the modulator must be accurately matched makes this
approach more difficult to implement with individual devices. It should be noted, however,
that EA modulators and semiconductor lasers can be integrated in the same devices, helping
to remove restrictions on matching the transmitter’s and modulator’s wavelengths.

The typical desirable properties of an external modulator from a communications perspec-
tive are a large modulation bandwidth, a large depth of modulation, a small insertion loss (loss
of the signal light passing through the device), and a low electrical drive power. In addition, for
some types of communication TDM links, a high degree of linearity between the drive signal
and modulated light signal is required (typical for analog links), and an independence of input
polarization (polarization diversity) is desired. Finally, the low costs and small sizes of these
devices make them extremely useful for cost-effective and wide-area deployment.
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FIGURE 22 Illustrative example of direct modulation (a) and external modulation (b) of a laser diode.

(a)

(b)



Electrooptic Modulators

An electrooptic modulator can be a simple optical channel or waveguide propagated by the
light to be modulated. The material that is chosen to realize the electrooptic modulator must
possess an optical birefringence that can be controlled or adjusted by an external electrical
field that is applied along or transverse to the direction of propagation of the light to be mod-
ulated. This birefringence means that the index of refraction is different for light that propa-
gates in different directions in the crystal. If the input light has a well-defined polarization
state, this light can be made to see, or experience, different refractive indexes for different
input polarization states. By adjusting the applied voltage to the electrooptic modulator, the
polarization can be made to rotate or the speed of the light can be slightly varied. This modi-
fication of the input light property can be used to realize a change in the output light intensity
by the use of a crossed polarizer or by interference of the modulated light with an exact copy
of the unmodulated light. This can easily be achieved by using a waveguide interferometer,
such as a Mach-Zehnder interferometer. If the refractive index is directly proportional to the
applied electric field, the effect is referred to as Pockel’s effect. In contrast, if the refractive
index responds to the square of the applied electric field, the effect is referred to as the Kerr
effect. This second effect has an interesting implication for all optical switching and modula-
tion, since the intensity of a light beam is proportional to the square of the electric field and
can therefore be used as a driving signal to modulate a second light beam.

Generally, for high-speed telecommunications applications, device designers employ the
use of the electrooptic effect as a phase modulator in conjunction with an integrated Mach-
Zehnder interferometer or an integrated directional coupler. Phase modulation (or delay/
retardation modulation) does not affect the intensity of the input light beam. However, if a
phase modulator is incorporated in one branch of an interferometer, the resultant output
light from the interferometer will be intensity modulated. Consider an integrated Mach-
Zehnder interferometer in Fig. 23. If the waveguide divides the input optical power equally,
the transmitted intensity is related to the output intensity by the well-known interferometer
equation Io = IIcos2(φ/2), where φ is the phase difference between the two light beams and the
transmittance function is defined as Io/II = cos2(φ/2).

Owing to the presence of the phase modulator in one of the interferometer arms, and with
the phase being controlled by the applied voltage in accordance with a linear relation for
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FIGURE 23 Illustration of an integrated lithium niobate Mach-Zehnder modulator.



Pockel’s effect, φ = φo − πV/Vπ. In this equation, φo is determined by the optical path differ-
ence between the two beams and Vπ is the voltage required to achieve a π phase shift between
the two beams. The transmittance of the device therefore becomes a function of the applied
voltage V,

T(V ) = cos2(φ /2 − πV/2Vπ) (12)

This function is plotted in Fig. 24 for an arbitrary value of φo. The device can be used as a lin-
ear intensity modulator by adjusting the optical path difference so that φo = π/2 and conduct-
ing operation in the linear region near T = 0.5. In contrast, the optical phase difference may
be adjusted so that φo is a multiple of 2π. In this case, T(0) = 1 and T(Vπ) = 0, so that the mod-
ulator switches the light on and off as V is switched between 0 and Vπ, providing digital mod-
ulation of the light intensity, or on-off keying (OOK). Commercially available integrated
devices operate at speeds of up to 40 GHz and are quite suitable for OTDM applications such
as modulation and demultiplexing.

Electroabsorption Modulators

Electroabsorption modulators are intensity modulators that rely on the quantum confined
Stark effect. In this device, thin layers of semiconductor material are grown on a semicon-
ductor substrate to generate a multiplicity of semiconductor quantum wells, or multiple quan-
tum wells (MQW). For telecommunication applications, the semiconductor material family
that is generally used is InGaAsP/InP. The number of quantum wells can vary, but is typically
on the order of 10, with an overall device length of a few hundred micrometers. Owing to the
dimensions of the thin layers, typically 100 Å or less, the electrons and holes bind to form exci-
tons. These excitons have sharp and well-defined optical absorption peaks that occur near the
band gap of the semiconductor material. When an electric field or bias voltage is applied in a
direction perpendicular to the quantum well layers, the relative position of the exciton
absorption peak can be made to shift to longer wavelengths. As a result, an optical field that
passes through these wells can be preferentially absorbed, if the polarization of the light field
is parallel to the quantum well layers. Therefore, the input light can be modulated by modu-

OPTICAL TIME-DIVISION MULTIPLEXED COMMUNICATION NETWORKS 12.33

FIGURE 24 Input-output relations of an external modulator based on Pockel’s
effect. Superimposed on the transfer function is a modulated drive signal and the
resultant output intensity from the modulator.



lating the bias voltage across the MQWs. These devices can theoretically possess modulation
speeds as high as 50 GHz, with contrasts approaching 50 dB. A typical device schematic and
absorption curve is shown in Fig. 25a and b.

Optical Clock Recovery

In time-division-multiplexed and multiple-access networks, it is necessary to regenerate a tim-
ing signal to be used for demultiplexing. A general discussion of clock extraction has already
been given; in this section, an extension to those concepts is outlined for clock recovery in the
optical domain. As in the conventional approaches to clock recovery, optical clock extraction
has three general approaches: (1) the optical tank circuit, (2) high-speed phase-locked loops,
and (3) injection locking of pulsed optical oscillators. The optical tank circuit can be easily real-
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FIGURE 25 (a) Schematic diagram of an electroabsorption modulator.
Light propagation occurs along the fabricated waveguide structure, in the
plane of the semiconductor multiple quantum wells. (b) Typical absorption
spectrum of a multiple quantum well stack under reverse bias and zero bias.
Superimposed is a spectrum of a laser transmitter, showing how the shift in the
absorption edge can either allow passage or attenuate the transmitted light.

(b)



ized by using a simple Fabry-Perot cavity. For clock extraction, the length L of the cavity must
be related to the optical transmission bit rate. For example, if the input optical bit rate is 
10 Gbit/s, the effective length of the optical tank cavity is 15 mm. The concept of the optical
tank circuit is intuitively pleasing because it has many of the same features as electrical tank
circuits—that is, a cavity Q and its associated decay time. In the case of a simple Fabry-Perot
cavity as the optical tank circuit, the optical decay time or photon lifetime is given by

τ D = (13)

where τRT is the round-trip time given as 2L/c, and R1 and R2 are the reflection coefficients of
the cavity mirrors. One major difference between the optical tank circuit and its electrical
counterpart is that the output of the optical tank circuit never exceeds the input optical inten-
sity (see Fig. 26a).

A second technique that builds on the concept of the optical tank is optical injection seeding
or injection locking. In this technique, the optical data bits are injected into a nonlinear device
such as a passively mode-locked semiconductor laser diode (see Fig. 26b). The key difference
between this approach and the optical tank circuit approach is that the injection-locking
technique has internal gain to compensate for the finite photon lifetime, or decay, of the empty
cavity. In addition to the gain, the cavity also contains a nonlinear element (e.g., a saturable
absorber to initiate and sustain pulsed operation). Another important characteristic of the
injection-locking technique using passively mode-locked laser diodes is that clock extraction
can be prescaled—that is, a clock signal can be obtained at bit rates exactly equal to the input
data bit rate or at harmonics or subharmonics of the input bit rate. In this case of generating a
prescaled clock signal at a subharmonic of the input data stream, the resultant signal can be used
directly for demultiplexing without any addition signal processing.

The operation of the injection seeded optical clock is as follows: The passively mode-
locked laser produces optical pulses at its natural rate, which is proportional to the longitudi-
nal mode spacing of the device cavity c/(2L). Optical data bits from the transmitter are

τRT
�
1 − R 1R 2
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FIGURE 26 All-optical clock recovery based on optical injection of (a) an optical tank circuit (Fabry-Perot cavity) and
(b) a mode-locked semiconductor diode laser.

(a)

(b)



injected into the mode-locked laser, where the data transmission rate is generally a harmonic
of the clock rate. This criterion immediately provides the prescaling required for demulti-
plexing. The injected optical bits serve as a seeding mechanism to allow the clock to build up
pulses from the injected optical bits. As the injected optical bits and the internal clock pulse
compete for gain, the continuous injection of optical bits forces the internal clock pulse to
evolve and shift in time to produce pulses that are synchronized with the input data. It should
be noted that it is not necessary for the input optical bit rate to be equal to or greater than the
nominal pulse rate of the clock—for example, the input data rate can be lower than the nom-
inal bit rate of the clock. This is analogous to the transmitter sending data with primarily 0s,
with logic 1 pulses occurring infrequently. The physical operating mechanism can also be
understood by examining the operation in the frequency domain. From a frequency domain
perspective, since the injected optical data bits are injected at a well-defined bit rate, the opti-
cal spectrum has a series of discrete line spectra centered around the laser emission wave-
length and separated in frequency by the bit rate. Since the optical clock emits a periodic train
of optical pulses, its optical spectrum is also a series of discrete line spectra separated by the
clock repetition frequency. If the line spectra of the injected data bits fall within optical gain
bandwidth of the optical clock, the injected line spectra will serve as seeding signals to force
the optical clock to emit with line spectra similar to the injected signals. Since the injected
data bits are repetitively pulsed, the discrete line spectra have the proper phase relation to
force the clock to emit synchronously with the injected data.

It should be noted that the all optical clock recovery techniques discussed inherently rely
on the fact that the transmitted optical data is in the return-to-zero (RZ) format. However, in
present-day optical communication systems, non-return-to-zero (NRZ) is the line code that is
primarily used. As shown in the preceding text, in the electrical domain there is a method to
convert electrical NRZ signals to RZ signals by preprocessing using an exclusive OR logic
function. In the optical domain, optical logic is possible but difficult to implement, so in the-
ory a similar approach could be employed but would generally not be practical. Fortunately,
by employing a simple optical interferometer, one can create a device that converts an opti-
cal NRZ signal to a pseudo-RZ signal that can be used for optical clock recovery. The pseudo-
RZ signal is not an accurate transformation of the NRZ data, but only modifies the NRZ so
that the resultant output RZ signal has the proper optical frequency components to allow for
injection locking. To produce the required temporal delay, the format conversion uses a
Mach-Zehnder interferometer that has an extra optical path in one arm. The interferometer
is adjusted so that the output port is destructively interfering. Thus, when both signals are
combined at the output, the output signal is zero. In contrast, when one signal or the other is
present, a pulse exits the interferometer. This action nearly mimics the exclusive OR logic
function. An example of how the format conversion is performed is schematically shown in
Fig. 27; two optical configurations of its implementation are displayed in Fig. 28a and b. The
benefit of this format conversion is that it employs simple linear optics; however, the inter-
ferometer is required to be stabilized for robust performance.

All-Optical Switching for Demultiplexing

In an all-optical switch, light controls light with the aid of a nonlinear optical material. It
should be noted here that all materials will exhibit a nonlinear optical response, but the
strength of the response will vary widely depending on the specific material. One important
effect in an all-optical switch is the optical Kerr effect, whereby the refractive index of a
medium is proportional to the square of the incident electric field. Since light is inducing the
nonlinearity, or in other words providing the incident electric field, the refractive index
becomes proportional to the light intensity. Since the intensity of a light beam can change the
refractive index, the speed of a second, weaker beam can be modified owing to the presence
of the intense beam. This effect is used extensively in combination with an optical interfer-
ometer to realize all-optical switching (see the section on electrooptic modulation using a
Mach-Zehnder interferometer). Consider for example a Mach-Zehnder interferometer that
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includes a nonlinear optical material that possesses the optical Kerr effect (see Fig. 29). If data
to be demultiplexed is injected into the interferometer, the relative phase delay in each area
can be adjusted so that the entire injected data signal is present only at one output port. If an
intense optical control beam is injected into the nonlinear optical medium and synchronized
with a single data bit passing through the nonlinear medium, that bit can be slowed down such
that destructive interference occurs at the original output port and constructive interference
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FIGURE 27 Illustration of format conversion between NRZ and RZ line codes. The resultant RZ
code is not a representation of the NRZ data, but a pseudo-RZ code that has RZ pulses located at all
NRZ transitions.

FIGURE 28 An optical implementation of an NRZ-to-RZ format converter, based on optical
interference. (a) A simple interferometer demonstrating the operating principle. (b) A fiber-optic
implementation of the format converter.

(a)

(b)



occurs at the secondary output port. In this case, the single bit has been switched out of the
interferometer, while all other bits are transmitted.

Optical switches have been realized using optical fiber in the form of a Sagnac interferom-
eter, and the fiber itself is used as the nonlinear medium. These devices are usually referred
to as nonlinear loop mirrors. Other versions of all-optical switches may use semiconductor
optical amplifiers as the nonlinear optical element. In this case, it is the change in gain induced
by the control pulse that changes the refractive index owing to the Kramers-Kronig relations.
Devices such as these are referred to as terahertz optical asymmetric demultiplexers
(TOADs), semiconductor laser amplifier loop optical mirrors (SLALOMs), and unbalanced
nonlinear interferometers (UNIs).

Receiver Systems

For high-speed optical time-division-multiplexed systems, key components are the optical
receiver that detects the optical radiation, the associated electronic/optical circuitry that pro-
vides pre- or postamplification of the received signal, and the required clock recovery synchro-
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FIGURE 29 Schematic diagram of an all-optical switch. (a) A simple configuration based on a
Mach-Zehnder interferometer and a separate nonlinear material activated by an independent control
pulse. (b) An optical fiber implementation of an all-optical switch. This implementation relies on the
inherent nonlinearity of the fiber that is induced by an independent control pulse.

(a)

(b)



nization for demultiplexing. In Fig. 30 is a typical arrangement for an optical receiver system.
The incident lightwave signal is converted to an electrical signal by the optical receiver front
end, which contains a photodetector and a preamplifier circuit. Usually, to enhance the receiver
sensitivity, some means of increasing the average number of photoelectrons generated by the
photodetector per incident photon is also included in the receiver setup. Schematically, this pro-
cess is represented as a gain block G as shown in Fig. 30. This preamplification process can be
accomplished in several ways. For example, in a direct detection system (i.e., one that directly
detects the incident light), the most commonly adopted method is to use an avalanche photodi-
ode (APD) as the photodetector. This type of detector provides a mechanism for electron mul-
tiplication that directly amplifies the detected signal electrically. Statistically, for every incident
photon, the average number of photoelectrons generated by the APD is ηM, where η is the
quantum efficiency of detection and M is the multiplication factor or avalanche gain, which is
typically between 8 and 12 for most common receivers used in telecommunication systems.

An alternate method of realizing the preamplification process is to employ an optical
amplifier, such as a semiconductor optical amplifier or an optical fiber amplifier, for example
the erbium-doped fiber amplifier (EDFA). Owing to the large gain (which can be greater
than 30 dB), the low noise characteristics, and the low insertion loss, the EDFA has been the
predominant choice for implementing the optical preamplifier receiver in long-haul system
experiments, particularly at high bit rates (>5 Gbit/s). The main disadvantage of employing
EDFAs as optical preamplifiers are the high cost, high power consumption, and large size as
compared to avalanche photodiodes. For moderate link lengths of less than 50 km, APDs are
primarily employed.

In general, the preamplifier in the optical front end is an analog circuit. With a fixed-gain
preamplifier, the front-end output signal level will follow the variation of the input optical
power. This kind of signal level variation will impair the performance of the clock recovery
and decision circuit subsystem, shown as the clock-data recovery block in Fig. 28. In addition,
at low input power levels, the output signal level from the front end is usually not sufficiently
high to be processed by the decision circuit, which typically requires an input peak-to-peak
signal level of a few hundred millivolts. Therefore, a postamplifier is needed after the optical
front end to minimize additional degradation in the performance of the CDR section. The
main functions of this postamplifier are to provide an adequate signal amplification and to
maintain a stable output signal level.
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FIGURE 30 High-speed optical receiver showing input optical preamplification and control signals to achieve
gain control to compensate for drift in received optical power.



There are two primary methods of creating an amplifier capable of providing the appro-
priate signal amplification and quantizing the required output signal level: (1) the use of a
variable-gain amplifier (VGA) as a postamplifier and (2) the use of a limiting amplifier. When
the variable-gain amplifier is employed as the postamplifier, its gain is adjusted according to
the input signal power. This method is referred to as automatic gain control (AGC). An exam-
ple of a variable-gain amplifier is created by cascading a chain of variable attenuators and
fixed-gain amplifiers. A downstream power detector or peak detector is used to monitor the
output signal level from the variable-gain amplifier. The power detector output is then com-
pared with a predetermined reference voltage to generate the control signal, which will then
adjust the amount of attenuation in the VGA. Therefore, under the closed-loop condition, the
VGA automatically adjusts its overall gain to maintain a constant output signal level.

The second form of quantization amplifier is a limiting amplifier. The simplest form of the
limiting amplifier can be pictured as a high-gain amplifier followed by a digital flip-flop. An
ideal automatic-gain-controlled amplifier is, by definition, an analog circuit. The signal spec-
trum of an AGC output should be a scaled replica of that of the input signal. The limiting
amplifier, on the other hand, is inherently a device with digital outputs. In practice, there are
subtle differences in the rates at which errors may occur (bit error rate) and the distortion of
the received bits (eye margin) between systems that use automatic-gain-controlled amplifiers
and systems that employ limiting amplifiers.

While very high-speed optical fiber transmission experiments have been demonstrated,
with data rates in excess of 100 Gbit/s (640 Gbit/s max for OTDM links), it should be noted
that the key technologies that have made this possible are the use of optical amplifiers and all-
optical multiplexers and demultiplexers. Nonetheless, electronic devices continue to have
specific advantages over optical devices, such as high functionality, small size, low cost, and
high reliability. In addition, as optics continues to push the limits of data transmission, inte-
grated electronic technologies progress and have achieved integrated circuit performance in
excess of 50 Gbit/s.

Ultra-High-Speed Optical Time-Division Multiplexed Optical Link—
A Tutorial Example

To show how ultra-high-speed optoelectronic device technology can realize state-of-the-art
performance in OTDM systems, an example is shown here that incorporates the system and
device technology just discussed. While there are several groups that have created OTDM
links operating in excess of 100 Gbit/s, generally using different device technology for pulse
generation and subsequent demultiplexing, the basic concepts are consistent between each
demonstration and are reproduced here to bring together the concepts of OTDM. In Fig. 31
is an ultra-high-speed optical data transmitter and demultiplexing system based on current
research in Japan at NTT. To demonstrate the system performance, the transmitter was cre-
ated by employing a 10-GHz mode-locked laser that uses an erbium-doped fiber as the gain
medium and generates a 3-ps optical pulse. In this case, the laser is mode-locked by using a
technique referred to as regenerative mode-locking. In regenerative mode-locking, the laser
initiates mode-locking by using passive mode-locking techniques. A small portion of the
resultant pulse train is detected and the subsequent electrical signal is then used to drive an
active mode-locking device such as a LiNbO3 modulator within the laser cavity. This approach
derives the benefit of obtaining very short pulses that are typical of passively mode-locked
lasers, but derives added temporal stability in the optical pulse train from the electrical drive
signal. The data pulses are then modulated using a pseudorandom non-return-to-zero electri-
cal signal that drives a 10-Gbit/s LiNbO2 modulator. The optical pulses are then reduced in
temporal duration using optical nonlinear effects in fiber (e.g., adiabatic soliton pulse com-
pression), resulting in optical pulses of 250 fs in duration. The pulses are then temporally
interleaved by a factor of 64 using a planar lightwave multiplexer. This device is simply a cas-
cade of integrated Mach-Zehnder interferometers that employ a fixed delay equal to half of
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the input repetition rate for each Mach-Zender stage. The resulting output from the planar
lightwave circuit multiplexer (PLC MUX) is a pseudorandom modulated pulse train at 
640 Gbit/s. It should be noted that, in a real system, the data from 64 individual users would
need to be interleaved accurately for this scheme to work. However, this can be achieved by
distributing or broadcasting the initial 10-Gbit/s pulse train to each user for modulation
(recall Fig. 18a). Since the propagation distance to each user is fixed and deterministic, the
return signals can be interleaved easily.

After the data has been generated and amplified in an EDFA to compensate for losses, the
pulses are launched into a fiber span of approximately 60 km. It should be noted that the typ-
ical distance between central switching stations or central offices in conventional telecommu-
nication networks is 40 to 80 km. The fiber span is composed of fiber with varying dispersion
to reduce the effects of pulse broadening. The pulses at the demultiplexing end are initially
amplified using an EDFA to again compensate for losses encountered in transmission. A por-
tion of the data is extracted from the data line and is used to generate an optical clock signal
that will be used as a control pulse in an all-optical switch/demultiplexer. The clock recovery
unit is composed of a mode-locked laser that is electrically driven at a nominal data rate of 
10 GHz. This clock signal could also be generated by injection locking of a passively mode-
locked laser. Once the clock pulses are generated, they are injected into a nonlinear loop mir-
ror, along with the data to provide all-optical demultiplexing at 10 Gbit/s. It should be noted
that the clock and data pulses are at 1.533 and 1.556 µm, respectively. Owing to the wave-
length difference between the clock data, a simple bandpass filter is used to pass the data
stream and filter out the clock pulses after demultiplexing. Finally, after the data pulses are
spectrally filtered, detection is performed with a photodetector, with the subsequent electri-
cal signal analyzed by a bit-error-rate measurement system. The resulting performance of this
system showed a bit error rate of 10−10, that is, less than one error for every 10 billion bits
received, with a received power of −23 dBm or 5 mW of average power.
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FIGURE 31 Schematic diagram of a 640-Gbit/s optical fiber link, using all the critical components described
in this chapter—for example, mode-locked laser, high-speed modulator, temporal interleaver, optical clock
recovery, all-optical switching for demultiplexing, and an optical photoreceiver.



12.5 SUMMARY AND FUTURE OUTLOOK

This chapter has reviewed the fundamental basics of optical time-division multiplexed com-
munication networks, starting from an elementary perspective of digital sampling. The core
basics of multiplexing and demultiplexing were then reviewed, with an emphasis on the dif-
ference between conventional time-division multiplexing for voice/circuit-switched networks
versus data/packet-switched networks. Given this as an underlying background, specific
device technology was introduced to show how the system functionality can be realized using
ultra-high-speed optics and photonic technologies. Finally, as an example of how these system
and device technologies are incorporated into a functioning ultra-high-speed optical time-
division multiplexed system, a 640-Gbit/s link was discussed.

As we look toward the future and consider how the current state of the art will evolve to
realize faster optical time-division networks and signal processing architectures, new concepts
and approaches will be required. Several possible approaches may make use of optical soli-
tons, which are optical pulses that can propagate without the detrimental effects of chromatic
dispersion. An alternative approach for high-speed networking may incorporate a unique
combination of both time-division multiplexing (TDM) and wavelength-division multiplexing
(WDM), ushering in a new generation of hybrid WDM-TDM optical networking and signal
processing devices and architectures. Generally speaking, however, in the present competi-
tive industrial arena of telecommunications, there is always a technology-versus-cost trade-
off. As a result, the technology that is ultimately deployed will be application specific to
maximize performance and minimize cost.
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13.1 INTRODUCTION

Optical communications have experienced many revolutionary changes since the days of
short-distance multimode transmission at 0.8 µm.1 We have seen, with the advent of erbium-
doped fiber amplifiers (EDFAs), single-channel repeaterless transmission at 10 Gb/s across
over 8000 km.2 We may consider single-channel point-to-point links to be state-of-the-art and
an accomplished fact, albeit with many improvements possible. (Soliton transmission, which
has the potential for much higher speeds and longer distances, is discussed in Chapter 7.)
Although single-channel results are quite impressive, they nonetheless have two disadvan-
tages: (1) they take advantage of only a very small fraction of the enormous bandwidth avail-
able in an optical fiber, and (2) they connect two distinct end points, not allowing for a
multiuser environment. Since the required rates of data transmission among many users have
been increasing at an impressive pace for the past several years, it is a highly desirable goal to
eventually connect many users with a high-bandwidth optical communication system. By
employing wavelength-division multiplexing (WDM) technology, a simple multiuser system
may be a point-to-point link with many simultaneous channels, and a more complicated sys-
tem can take the form of a local, metropolitan, or wide-area network with either high bi-
directional connectivity or simple unidirectional distribution.3

Much technological progress has been achieved in WDM optical systems since the emer-
gence of EDFAs, a key enabling technology for WDM. Some potential applications of WDM
technology include a multiplexed high-bandwidth library resource system, simultaneous
information sharing, supercomputer data and processor interaction, and a myriad of multi-
media services, video applications, and additional previously undreamed-of services. As
demands increase for network bandwidth, the need will become apparent for WDM optical
networks, with issues such as functionality, compatibility, and cost determining which systems
will eventually be implemented. This chapter will deal with the many technical issues, possi-
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ble solutions, and recent progress in the exciting area of WDM fiber-optic communication
systems.

Fiber Bandwidth

The driving force motivating the use of multichannel optical systems is the enormous band-
width available in the optical fiber. The attenuation curve as a function of optical carrier
wavelength is shown in Fig. 1.4 There are two low-loss windows, one near 1.3 µm and an even
lower-loss one near 1.55 µm. Consider the window at 1.55 µm, which is approximately 
25,000 GHz wide. (Note that due to the extremely desirable characteristics of the EDFA,
which amplifies only near 1.55 µm, most systems would use EDFAs and therefore not use the
dispersion-zero 1.3-µm band of the existing embedded conventional fiber base.) The high-
bandwidth characteristic of the optical fiber implies that a single optical carrier at 1.55 µm can
be baseband-modulated at ∼25,000 Gb/s, occupying 25,000 GHz surrounding 1.55 µm, before
transmission losses of the optical fiber would limit transmission. Obviously, this bit rate is
impossible for present-day electrical and optical devices to achieve, given that even heroic
lasers, external modulators, switches, and detectors all have bandwidths <100 GHz. Practical
data links today are significantly slower, perhaps no more than 10 Gb/s per channel. Since a
single high-speed channel only takes advantage of an extremely small portion of the available
fiber bandwidth, an efficient multiplexing method is needed to take full advantage of the huge
bandwidth offered by optical fibers. As we will see in this chapter, WDM has been proven to
be the most appropriate approach.

Introduction to WDM Technology

In real systems, even a single channel will probably be a combination of many lower-speed
signals, since very few individual applications today utilize this high bandwidth. These lower-
speed channels are multiplexed together in time to form a higher-speed channel. This time-
division multiplexing (TDM) can be accomplished in either the electrical or optical domain.
In TDM, each lower-speed channel transmits a bit (or a collection of bits, known as a packet)
in a given time slot and then waits its turn to transmit another bit (or packet) after all the
other channels have had their opportunity to transmit. TDM is quite popular with today’s
electrical networks and is fairly straightforward to implement in an optical network at 10 Gb/s
speeds. However, as was previously mentioned, this scheme by itself cannot hope to utilize
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FIGURE 1 Fiber loss as a function of wavelength in con-
ventional single-mode silica fiber. The gain spectrum of
the EDFA is also shown.4



the available bandwidth because it is limited by the speed of the time-multiplexing and time-
demultiplexing components. Moreover, ultra-high-speed transmission becomes severely lim-
ited by fiber dispersion and nonlinearities.5

To exploit more of the fiber’s THz bandwidth, we seek solutions that complement or
replace TDM. One obvious choice is WDM, in which several baseband-modulated channels
are transmitted along a single fiber but with each channel located at a different wavelength
(see Fig. 2.)6–9 Each of N different-wavelength lasers is operating at the slower Gb/s speeds,
but the aggregate system is transmitting at N times the individual laser speed, providing a sig-
nificant capacity enhancement. The WDM channels are separated in wavelength in order to
avoid crosstalk when they are (de)multiplexed by a nonideal optical filter. The wavelengths
can be individually routed through a network or individually recovered by wavelength-
selective components. WDM allows us to use much of the available fiber bandwidth, although
various device, systems, and network issues will limit utilization of the full fiber bandwidth.

Figure 3 shows the continuous capacity growth in optical fiber systems over the past 15 years,
where ETDM and OTDM represent electronic time-division multiplexing and optical time-
division multiplexing, respectively. The highest demonstrated capacity has been achieved using
WDM. One interesting point about this trend, predicted a decade ago by T. Li of AT&T Bell Labs,
deserves mention. The trend, which has existed for more than a decade, is that the transmission
capacity doubles every two years. WDM technology has provided the means for this trend to con-
tinue, and there is no reason to assume that WDM won’t continue to produce dramatic progress.
In fact, capacity of hundreds of Gb/s has recently been realized in commercial WDM systems.

13.2 FIBER IMPAIRMENTS

As was mentioned in Section 13.1, prior to the widespread use of EDFAs,10 long-distance trans-
mission required periodic regeneration of a signal. Such detection and retransmission compen-
sate for both attenuation and fiber chromatic dispersion effects. However, when an EDFA is
employed in thetransmission line, itonlycompensates forattenuation,allowingothereffects such
as dispersion and nonlinearities to accumulate unimpeded along a transmission link. Although
dispersion-shifted fiber (DSF) can be used in EDFA-based systems to minimize the effect of dis-
persion when channels are operated near the dispersion-zero wavelength, various nonlinear
effects will also accumulate along the link and cause severe limitations in WDM transmission.
These nonlinear effects include stimulated scattering processes (i.e., Raman and Brillouin scat-
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tering) and material refractive-index interactions [i.e., self- and cross-phase modulation (SPM
and XPM) and four-wave mixing (FWM)].11,12 The management of both fiber dispersion and non-
linearities is a key issue in optically amplified long-haul systems. In this section, we will describe
these phenomena and discuss various techniques for compensating for their deleterious effects.

Chromatic Dispersion

Without fiber nonlinearity, the electric field of a linearly polarized signal propagating in 
single-mode fiber (SMF) can be described by

E(x, y, z, t) = �
1
2

�E(x, y, z0, t0)ei[[β(ω) � ]z − ωt] + C.C. (1)

where z is the propagation direction, t is the time, α is the loss of the fiber, β(ω) is the propa-
gation constant, ω is the angular frequency, and C.C. is the complex constant. The mode prop-
agation constant β(ω) can be expanded in a Taylor series about the center frequency ω0,11

β(ω) = β0 + β1(ω − ω0) + �
1
2

�β2(ω − ω0)2 + ⋅⋅⋅ (2)

where

βm = � �
ω = ω0

(m = 0, 1, 2,⋅⋅⋅) (3)

ω0/β0 is the phase velocity, whereas 1/β1 is the group velocity, which is the speed of the energy
(optical pulse) propagation. The term β2 describing the frequency dependence of the group
velocity is the chromatic dispersion (or group velocity dispersion) of the fiber.

Since an optical pulse consists of different frequency components that travel at different
speeds in the fiber due to chromatic dispersion, the pulse will be broadened as it propagates
through the fiber, as shown in Fig. 4.

dmβ
�
dωm

�
�
2
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In lightwave systems, it is more convenient to use

D = � � = ≈ − β2 (4)

in units of ps/nm/km, which is the amount of broadening of a pulse with a bandwidth of 1 nm
after propagating through 1 km of fiber, instead of β2, to represent chromatic dispersion. For
conventional SMF D is typically 17 ps/nm/km.

In fact, chromatic dispersion is also wavelength dependent. We define

= �2β2 − β3� (5)

as the chromatic dispersion slope, which plays an important role in wide-band long-haul
WDM systems.13,14

In a communication system, when a data stream composed of multiple optical pulses in
series propagates through a dispersive fiber, each of the broadened pulses spreads into other
time slots, causing intersymbol-inference after transmission, as shown in the simulation
results for 10 Gb/s signal transmission in Fig. 5.

In Fig. 5, we can also see that the distortion due to chromatic dispersion is dependent on
the data rates of the signal. Actually, fiber chromatic dispersion places limits on both channel
data rates and transmission distance, since the pulse broadening is dependent on both of
them. A simple estimation of the dispersion limit is:

LD = (6)

where LD is the transmission distance at which the pulse broadening exceeds one bit-time, B
is the data rate, and ∆λ is the bandwidth of the signal launched into the fiber. Since ∆λ is lin-
early proportional to the data rate B, the dispersion-limited transmission distance is inversely
proportional to B2. Using 2.5 Gb/s, 17 ps/nm/km, and 0.025 nm for B, D, and ∆λ, we estimate
the dispersion limit for 2.5 Gb/s chirp-free modulation systems would be around 1000 km.
However, when the data rate increases to 10 Gb/s, the limit decreases to 60 to 70 km. Conse-
quently, after 100 km SMF transmission, although there is no degradation at 2.5 Gb/s, 10 Gb/s
pulses are seriously distorted.
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FIGURE 4 (a) Information bandwidth of data. (b)
Broadening of an optical pulse propagating through a
single-mode fiber.



It is clear that in high data rate systems, fiber chromatic dispersion must be reduced to
allow repeaterless long-haul transmission.15 A straightforward way to overcome these disper-
sion limits is to shift the dispersion-zero wavelength of fiber to 1.55 µm.16 The dispersion limit
in DSF is dramatically increased compared to SMF. However, as we will discuss in next sec-
tion, most fiber nonlinear effects would impose critical limitations on system performance
when dispersion is low, which makes simultaneous management of both chromatic dispersion
and fiber nonlinearities one of the most important issues in system design. Therefore, we will
discuss dispersion compensation and management after a brief review of fiber nonlinearities.

Fiber Nonlinearities

Silica optical fiber has certain nonlinearities associated with it. The major nonlinear effects
are each dependent on the power (i.e., intensity) of the propagating signals, with weak signals
not incurring significant effects. Furthermore, these affects require a certain propagation dis-
tance to allow for the interactions to accumulate and become relevant.

A detailed discussion of fiber nonlinearities can be found in Chapter 3. In this section we will
briefly describe system impairments due to some of the most important fiber nonlinearities.

Self-Phase Modulation and Cross-Phase Modulation The nonlinearities discussed in this
section and the next all owe their origin to the fact that the index of refraction of an optical
fiber varies nonlinearly with signal power:11

n = nlinear + n�2�� � (7)

where n�2� is the nonlinear index coefficient (3.2 × 10−16 cm2/W for silica fiber), nlinear is the lin-
ear index of refraction, P is the optical power, and Aeff is the cross-sectional mode area.

Since the local refractive index is a function of the optical intensity of a propagating signal,
a nonrectangular-shaped optical pulse will experience a varying refractive index depending
on the optical power at each temporal location. As we know, the speed of an optical wave
within a medium is dependent on the refractive index. Therefore, the varying refractive index
will then cause the different intensities to propagate at different speeds along the fiber. Thus,
optical power fluctuations are converted to phase fluctuations. This phase shift causes the
pulse to temporally disperse in the fiber and limits transmission distance and signal speed.

P
�
Aeff
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FIGURE 5 Signal waveform distortion due to fiber dispersion
in 2.5 Gb/s and 10 Gb/s optical systems after 0, 50, and 100 km
SMF transmission (assuming chirp-free modulation).



This effect for a single optical pulse is known as self-phase modulation (SPM) and will distort
a transmitted optical pulse as shown in Fig. 6. Note that both temporal and spectral broaden-
ing result from this nonlinearity.

This effect of intensity-dependent propagation speeds is quite important when considering
WDM transmission of several channels. The optical power from data pulses on one channel will
affect the refractive index, propagation speed, and dispersion-induced distortion of data pulses
on another channel if they are temporally colocated. Since each wave is located at a different
transmission wavelength, the different channels will propagate at different speeds, and data
pulses from one channel will propagate through the data pulses from another channel, causing an
overall smearing of the distortion and dispersion from one channel to the next. This cross-channel
interference is known as cross-phase modulation (XPM) (see Fig. 6). Note that XPM is not sym-
metric as two pulses pass through each other since optical power is not constant along a fiber span
with lumped amplification. Moreover, the distortion caused by XPM is dependent on the local
dispersion of fiber.17 Increasing local dispersion can suppress the effects of XPM because the
pulses on different channels tend to walk away faster, and the XPM can not accumulate.

Figure 7 shows the effects of XPM on the performance of 10 Gb/s systems. The signal-to-
noise ratio (SNR) of the received signal is plotted as a function of the local dispersion in a 
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FIGURE 6 Pulse broadening due to SPM and XPM.

FIGURE 7 System performance in the presence of
XPM.17



dispersion-compensated system, showing that XPM effects could be suppressed by introduc-
ing an appropriate amount of local dispersion in the fiber.

Four-Wave Mixing Figure 8 shows the situation wherein two channels mix with each other,
producing optical power at the sum and difference beat frequencies (see Chapter 3). It is
important to note that FWM occurs only when (1) the two mixing channels are located near
the dispersion-zero wavelength of the fiber, and (2) the channel spacing is less than a few 10s
of GHz. These conditions exist since the two waves must maintain certain phase-matching
requirements. The less critical effect of FWM is that the original channels suffer a power loss
due to power transfer to the newly-generated products, and the more critical problem occurs
when there are three or more original WDM signal channels producing many mixing products.
It is quite probable that some of the products will appear at the same wavelength as one of the
original signals. Then, when an optical filter ultimately recovers this original signal, both the
original signal and a FWM product will be detected. The product has some modulation on it
based on the combination of the channels that created it, and severe crosstalk results.18,19 The
equation describing the formation of FWM products between two waves A1 and A2 is:20

= iλ1A*2A3A4ei∆kz, ∆k = k3 + k4 − k1 − k2 (8)

where * denotes the complex conjugate, and k is the phase of the propagating wave.
Figure 8 also shows the dependence of FWM effects on fiber dispersion.16 Increasing the

local dispersion value in transmission fibers helps to suppress the FWM-induced crosstalk, since
high dispersion may destroy the phase-matching condition required for FWM generation.

Dispersion Compensation and Management

In the previous section, we saw that although fiber dispersion is generally considered a nega-
tive characteristic, it does have the desirable effect of inhibiting FWM and XPM. Therefore,
it may not be good to reduce the fiber dispersion to zero by using DSF in systems. As an alter-
native, we keep the local dispersion along the transmission link high enough to suppress non-
linear effects, while managing the total dispersion of the link to be close to zero, as shown in

dA1
�
dz
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FIGURE 8 Four-wave mixing in WDM systems.16



Fig. 9. We will introduce some of the most important dispersion compensation/management
techniques in this section.

Dispersion Compensating Fiber Dispersion compensating fiber (DCF) has been the most
successful method for dispersion compensation21,22 because of its obvious advantage—wide-
band operation. Furthermore, as shown in Fig. 10, DCF can provide not only a very high neg-
ative dispersion, but also a negative dispersion slope,21 which could mitigate the effect of
dispersion accumulation on channels far from the dispersion-zero wavelength in WDM long-
haul systems. The negative dispersion value for DCF is typically −80 to −100 ps/nm, so a rela-
tively short length of DCF can compensate much longer lengths of SMF.

Tailoring the fiber’s refractive index profile with the addition of germanium to the core
generates the high negative dispersion of DCF. Therefore, losses in such fibers (typically 0.3
to 0.5 dB/km) are higher than standard SMF. Another approach for DCF is to guide the fun-
damental mode into the cladding to increase the waveguide dispersion, which minimizes the
intrinsic loss. However, bending loss would be high for such designs, making it difficult to
package the fibers for practical use. Moreover, the core size of DCF is usually much smaller
than SMF (<4 µm compared to ∼9 µm for SMF), leading to higher fiber-induced nonlinearity.
Therefore, although DCF is commercially available and used in optical systems, people con-
tinue to seek better solutions to manage fiber dispersion.

Specialty Fibers for Dispersion Management A significant disadvantage of DCF is that it
can not be employed as transmission fiber. Moreover, if DCF must be used, it would be bet-
ter if the dispersion value of the transmission fiber were as small as possible to reduce the
required DCF length, thus minimizing the induced loss and nonlinearity. The idea of disper-
sion management is to establish a long fiber link composed of alternating short lengths of two
different types of fiber.23 One type of fiber has the opposite sign but a similar dispersion mag-
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FIGURE 9 Sample dispersion map for a dispersion-managed
system.

FIGURE 10 Dispersion compensating fiber.



nitude as that of the other type of fiber for a given wavelength; note that these two types of
fiber are similar except that their dispersion-zero wavelengths are shifted from each other.
Each short length of fiber may have a dispersion value of, for instance, either +2 or −2 ps/(nm
km), depending on which type of fiber is used. After a given distance of propagation, the total
effective dispersion is close to zero, but there is an absolute value of dispersion at any given
point along the fiber, reducing the impact of FWM and XPM.

Figure 11 shows the dispersion of non-zero dispersion-shifted fibers (NZ-DSF), which are
specialty fibers designed for dispersion management. There are two types of NZ-DSF,24 one hav-
ing a dispersion-zero wavelength at about 1520 nm and another having a dispersion-zero wave-
length at about 1580 nm. Their dispersion at 1550 nm is about +2 ps/nm/km or −2 ps/nm/km.
These amounts of dispersion are lower than in standard SMF to mitigate the distortion due to
accumulated dispersion, but higher than DSF to suppress fiber nonlinearities. Normally NZ-
DSF has a smaller core area than SMF due to the different waveguide design, resulting in higher
nonlinearity. However, with proper design, large-core NZ-DSF is also available.25

Some possible periodic dispersion maps for dispersion management include:26,27

� Positive NZ-DSF alternated with negative NZ-DSF
� Negative NZ-DSF alternated with standard SMF
� Positive NZ-DSF compensated with DCF

Chirped Fiber Bragg Grating In the past few years, chirped fiber Bragg gratings (FBGs)
have become very attractive devices for dispersion compensation.28–30 The grating period of a
chirped FBG varies linearly along the grating, causing light with different wavelengths to be
reflected at different points inside the FBG. Therefore, the optical pulses broadened during
transmission can be recompressed using the chirped FBG as shown in Fig. 12.

Figure 13 shows the reflection and time delay of a chirped FBG. The slope of the time
delay curve represents the amount of dispersion provided by the grating. Chirped FBGs are
advantageous due to their low loss, compact size, and polarization insensitivity. Additionally,
they do not induce additional optical nonlinearities, which is a main drawback of DCF.

Achieving wideband operation has been one of the most important issues for chirped
FBGs. Let’s consider a 10-cm-long grating. The maximum time delay that can be provided by
the grating is ∼1000 ps across the whole grating bandwidth. Assuming the grating bandwidth
to be 0.2 nm for single-channel operation, the dispersion provided by the grating could be as
high as ∼5000 ps/nm. However, if the grating bandwidth increases to, say, 6 nm for multichan-
nel operation, then the dispersion would be <200 ps/nm, which is too low for dispersion com-
pensation. It is possible to make gratings as long as 1 m to obtain wideband operation.31
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FIGURE 11 Dispersion of single-mode fibers.15



However, the fabrication process is difficult, and grating uniformity is hard to maintain.
Another approach for wideband operation involves sampling the grating to generate multiple
replicas of the grating reflection band.32,33 Each of the replicas will have the same time-delay
characteristics so that simultaneous dispersion compensation for multiple channels can be
realized.

Tunable Dispersion Compensation All of the dispersion compensators previously dis-
cussed share one common feature—they are not tunable. However, the accumulated disper-
sion for a data channel may vary in time for (1) dynamically reconfigurable optical networks
in which a given channel may originate locally or far away, and (2) transmission systems hav-
ing changing operating conditions (i.e., due to laser or modulator chirp). For such dynamic
systems, especially at data rates 10 Gb/s, dispersion compensation must be adjustable in order
to track dynamically the accumulated dispersion. For DCF, there is no method at present for
tuning in situ its dispersion. For linearly-chirped FBGs, simply stretching the grating only pro-
duces a shift in the resonant wavelength range of the reflected band but does nothing to
change the induced dispersion.

A recent report used 21 separate stretching segments to asymmetrically stretch a uniform
FBG to change the induced dispersion,34 but in this case the grating bandwidth varied signifi-
cantly during dispersion tuning.

Another approach is to use a nonlinearly-chirped FBG.35 As shown in Fig. 14, the time
delay induced by this nonlinearly-chirped FBG changes with wavelength in a nonlinear fash-
ion. The time-delay characteristics, bandwidth, and spectral shape of the grating do not
change when the grating is stretched by a linear stretcher, but the signal channel will experi-
ence a varying dispersion value during stretching. The tuning speed is on the order of a ms,
which is fast enough for circuit-switched systems.
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FIGURE 12 Dispersion compensation by a chirped FBG.

FIGURE 13 Reflection and time delay characteris-
tics of a chirped FBG.



Demonstration of dynamic dispersion compensation has also been accomplished by using
a nonlinearly chirped FBG.35 The eye diagrams before and after the dynamic dispersion com-
pensation at both 50 and 104 km are shown in Fig. 15.

13.3 BASIC ARCHITECTURE OF WDM NETWORKS

We have explained how WDM enables the utilization of a significant portion of the available
fiber bandwidth by allowing many independent signals to be transmitted simultaneously in
one fiber, as well as the basic fiber impairments in WDM systems. Actually, the WDM chan-
nels can be routed and detected independently, with the wavelength determining the commu-
nication path by acting as the signature address of the origin, destination, or routing.
Therefore, the basic system architecture that can take the full advantage of WDM technology
is an important issue, and will be discussed in this section.

Point-to-Point Links

Figure 16 shows a simple point-to-point WDM system in which several channels are multi-
plexed at one node; the combined signals are transmitted across some distance of fiber; and
the channels are demultiplexed at a destination node. This facilitates high-bandwidth fiber
transmission. Add-drop multiplexers (ADMs) can be inserted in the transmission line to
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FIGURE 14 Concept of tunable dispersion compensation using a
nonlinearly-chirped FBG.

FIGURE 15 The results of tunable chromatic dispersion
compensation with a nonlinearly-chirped FBG.



allow the adding and dropping of one or more channels at specific nodes, forming a more effi-
cient WDM link.

Wavelength-Routed Networks

Figure 17 shows a more complex multiuser WDM network structure, where the wavelength is
used as the signature address for either the transmitters or the receivers, and determines the
routing path through an optical network. In order for each node to be able to communicate with
any other node and facilitate proper link setup, either the transmitters or the receivers must be
wavelength tunable; we have arbitrarily chosen the transmitters to be tunable in this network
example. Note that the wavelengths are routed passively in wavelength-routed networks.

WDM Stars, Rings, and Meshes

In this section, we will discuss three common network topologies that can use WDM, namely
the star, ring, and mesh networks.36–38

In the star topology, each node has a transmitter and receiver, with the transmitter con-
nected to one of the passive central star’s inputs and the receiver connected to one of the
star’s outputs, as is shown in Fig. 18(a). Rings, as shown in Fig. 18(b), are also popular because
(1) many electrical networks use this topology, and (2) rings are easy to implement for any
geographical network configuration. In this example, each node in the unidirectional ring can
transmit on a specific signature wavelength, and each node can recover any other node’s
wavelength signal by means of a wavelength-tunable receiver. Although not depicted in the
figure, each node must recover a specific channel. This can be performed (1) where a small
portion of the combined traffic is tapped off by a passive optical coupler, thereby allowing a
tunable filter to recover a specific channel, or (2) in which a channel-dropping filter com-
pletely removes only the desired signal and allows all other channels to continue propagating
around the ring. Furthermore, a synchronous optical network (SONET) dual-ring architec-
ture, with one ring providing service and the other protection, can provide automatic fault
detection and protection switching.39
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FIGURE 16 Point-to-point WDM links with optical
ADMs.

FIGURE 17 A wavelength-routed network.



In both the star and ring topologies, each node has a signature wavelength, and any two
nodes can communicate with each other by transmitting and recovering that wavelength. This
implies that N wavelengths are required to connect N nodes. The obvious advantage of this con-
figuration, known as a single-hop network, is that data transfer occurs with an uninterrupted
optical path between the origin and destination; the optical data starts at the originating node
and reaches the destination node without stopping at any other intermediate node. A disadvan-
tage of this single-hop WDM network is that the network and all its components must accom-
modate N wavelengths, which may be difficult (or impossible) to achieve in a large network.

An alternative is to have a mesh network, shown in Fig. 18(c), in which the nodes are con-
nected by reconfigurable optical crossconnects (OXCs).40 The wavelength can be dynamically
switched and routed by controlling the OXCs. Therefore, the required number of wave-
lengths and the wavelength-tunable range of the components can be reduced in this topology.
Moreover, the mesh topology can also provide multiple paths between two nodes to make
network protection and restoration easier to realize. If a failure occurs in one of the paths, the
system can automatically find another path and restore communications between any two
nodes. However, OXCs with large numbers of ports are extremely difficult to obtain, which
limits the scalability of the mesh network.

Network Reconfigurability

As mentioned in the previous section, a reconfigurable network will be highly desirable in
future networks, in order to meet the requirements of high bandwidth and bursty traffic.41

A network is reconfigurable if it can provide the following functionality for multichannel
operations:

� Channel add/drop
� Path reconfiguration for bandwidth allocation or restoration

These functions could be provided by using a reconfigurable optical crossconnect system as
shown in Fig. 19.

A reconfigurable network allows dynamic network optimization to accommodate chang-
ing traffic patterns, which provides more efficient use of network resources. Figure 20 shows
blocking probability as a function of call arrival rate in a WDM ring network with 20 nodes.42

A configurable topology can support six times the traffic of a fixed WDM topology for the
same blocking probability.

The key component technologies enabling network reconfigurability include:

� Wavelength-tunable lasers and laser arrays
� Wavelength routers
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FIGURE 18 WDM stars, rings, and meshes.



� Optical switches
� OXCs
� ADMs
� Tunable optical filters
� EDFAs

Although huge benefits are possible with a reconfigurable topology, the path to recon-
figurability is paved with various degrading effects. As shown in Fig. 19, the signal may 
pass through different lengths of fiber links due to the dynamic routing, causing some
degrading effects in reconfigurable networks to be more critical than in static networks,
such as:

� Nonstatic dispersion and nonlinearity accumulation due to reconfigurable paths
� EDFA gain transients
� Channel power nonuniformity
� Crosstalk in optical switching and crossconnects
� Wavelength drift of components
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FIGURE 19 An optical crossconnect system in reconfig-
urable optical networks.

FIGURE 20 Blocking probability as a function of call arrival
rate in a WDM ring.42



A detailed discussion on network reconfigurability can be found in Ref. 41. We note that
dynamic optical routing and switching networks are still in the test-bed phase, for example, in
the Multiwavelength Optical Network (MONET), the Optical Networks Technology Consor-
tium (ONTC), and the wideband All-Optical Network (AON) Consortium.

Circuit and Packet Switching

Optical switching is one of the key components in reconfigurable optical networks. The two
common schemes are (1) circuit and (2) packet switching.43 Figure 21 shows the scenario for
both these switching schemes in a simple 6-node network.

To begin with, it is important to realize that circuit switching is widely used and is the method
typically used in the public switched telephone network. In circuit switching, if user A wishes to
communicate with user E, user A sends a request signal to user E in order to initiate data trans-
mission. If user E is available for interconnection, then it will acknowledge user A’s original
request, and then user A can begin data transmission. This process of request and acknowledg-
ment is known as handshaking. Once transmission commences, a fixed path or circuit along the
network is created between the two users until such time that the communications link is termi-
nated by either user. The fiber medium on which the A-E circuit resides has a certain total band-
width potential, and only a portion of this bandwidth is dedicated (i.e., reserved) for these two
users. However, the medium bandwidth is reserved for the A-E circuit independent of whether
a stream of bits is actually being transmitted (e.g., consider a pause in the conversation).

A circuit-switched network is quite easy to implement and control. Circuit switching empha-
sizes a transparent data pipe with a long set-up and tear-down time, and is more appropriate for
low-speed transmission and long transmission time, such as a telephone call. Therefore, it has
low component switching speed requirements (∼ms), since the communications path is intended
for minutes of transmission, as in a telephone call. In this case, the handshaking process between
widely separated nodes may take only a short time compared to the slow data transfer speed.
However, if the handshaking process takes a long time compared to the data transfer rate, then
the link overhead due to handshaking is undesirably large. (Note that the switching speed dis-
cussed is the time it takes for a switch to change the routing of a data stream or packet, i.e.,
determining which output port of the switch is enabled for data arriving at a given input port.)
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FIGURE 21 Circuit and packet switching systems for a simple 6-node network.



However, for high-speed (Gb/s) optical transmission, in which a user may require only a
few seconds of transmission time, the more likely scenario to maximize system throughput is
to implement a packet-switched network that does not require a link with dedicated band-
width. Each user in such a network transmits data in the form of packets, as is depicted in Fig.
21. A data packet in a generic network is composed of (1) a flag (i.e., a unique set of bits)
which is typically at the beginning of the packet in order to synchronize data recovery and
alert a receiver that a packet is arriving, (2) header bits which contain destination and routing
information for switching through the network, and (3) the user-generated end-to-end data
payload.44 A packet may be required to traverse many intermediate switching nodes before it
is successfully routed to its destination. Depending on the network and on the available band-
width on different lines, any packet may take several possible routes to reach a destination. In
such a case, a sequence number is included in the packet to ensure that the packets will not be
misinterpreted if they arrive out of order. Each transmitted packet uses some fraction of the
bandwidth available in the fiber links. If no packets are transmitted, the bandwidth in the
fiber links can be allocated to transmission of different packets, such as between users B and
D. Therefore, packet switching efficiently uses the available bandwidth, since bandwidth is
only used for transmitting high-speed data and the line will not be forced idle if a given user
is not transmitting data (as is the case for circuit switching). Thus, bandwidth can be freely
allocated in this system to where it is needed and is used quite efficiently, making it ideal for
either bursty or uniform high-speed traffic. However, packet switching has much more strin-
gent requirements on the switching technologies since switching must occur on the time scale
of an individual packet. The component switching speed requirement is severe, with the range
being µs to ns, depending on the specific system being implemented. Other critical issues in
packet switching include:

� Header processing45

� Bit synchronization
� Variable bit rate processing
� Wavelength translation

13.4 ERBIUM-DOPED FIBER AMPLIFIERS IN WDM NETWORKS

Erbium-doped fiber amplifiers (EDFAs) are discussed in great detail in Chapter 5. In this sec-
tion, we will consider some important issues about EDFAs with regard to their implementa-
tion in WDM systems. We emphasize that the EDFA has been perhaps the most important
recent key enabling technology for WDM systems, because it can simultaneously amplify sig-
nals over a very wide bandwidth (∼35 nm). EDFAs can be used in multichannel WDM sys-
tems to compensate for (1) fiber attenuation losses in transmission, (2) component excess
losses, and (3) optical network splitting losses. These optical splitting losses can occur in a pas-
sive star, in which the optical power is divided by the number of users (N), or in a ring/bus, in
which there may possibly be optical tapping losses at each node.

Figure 22(a) shows WDM transmission in a conventional electrically regenerated system.
Regenerators can correct for fiber attenuation and chromatic dispersion by detecting an opti-
cal signal and then retransmitting it as a new signal using an internal laser. However, regener-
ators (being a hybrid of optics and electronics) are expensive, bit-rate and modulation-format
specific, and waste much power and time in converting from photons to electrons and back
again to photons. In contrast, as shown in Fig. 22(b), the EDFA is ideally a transparent box
which is insensitive to the bit-rate, modulation-format, power, and wavelengths of the signal(s)
passing through it, and, most important, provides gain for all the WDM channels simultane-
ously. Since all the channels remain in optical form during amplification, optically-amplified
WDM systems are potentially cheaper and more reliable than electrically regenerated systems.
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Gain Peaking in EDFA Cascades

The EDFA is an almost ideal optical amplifier for WDM systems, except for one major flaw:
The gain is not uniform with wavelength, whereas the interamplifier losses are nearly wave-
length independent.46–49 For a single amplifier, as shown in Fig. 23, the gain exhibits a peak at
1530 nm and a relatively flat region near 1555 nm. Moreover, the gain shape of an EDFA is
dependent on the inversion of Er3+ in the erbium-doped fiber.16 When the inversion is low,
which can be achieved by operating the amplifier in deep saturation, the gain peak at 1530 nm
can be suppressed, and the gain flatness around 1555 nm would become quite flat.

If several channels are located on the relatively flat shoulder region of the gain spectrum,
then the gain differential after a single amplifier will be within a few dB. However, when a cas-
cade of EDFAs is used to periodically compensate for losses, the differential in gain and resul-
tant SNR can become quite severe. A large differential in SNR among many channels can be
deleterious for proper system performance. Figure 24 shows the gain spectrum after a single
amplifier and after 13 cascaded amplifiers. The gain does not accumulate linearly from stage
to stage, and the resultant wavelength-dependent gain shape dramatically changes in a cas-
cade. Along the cascade, gain is gradually pulled away from the shorter wavelengths and
made available at the longer wavelengths, resulting in a usable bandwidth of only several nm.
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FIGURE 22 Wideband amplifiers enable WDM.

FIGURE 23 Nonuniform gain spectrum of an EDFA
for different values of inversion.16



EDFA Gain Flattening

We have shown the bandwidth reduction due to nonuniform gain in a cascade of EDFAs. It is
clear that gain flattening is an important issue in optically-amplified networks. Several meth-
ods have been reported for equalizing nonuniform EDFA gain. These methods include:

� Long-period grating filters. A long-period grating (LPG) with an index-varying period of
∼100 µm provides coupling between the core modes and the cladding modes, creating a
wavelength-dependent loss to equalize the EDFA gain shape.50–53 The results in Reference
50 are shown in Fig. 25. (Note that in a recent report, similar bandwidth is obtained after
more than 9000 km transmission.)

� Mach-Zehnder filters. The wavelength-dependent transmission characteristics of cas-
caded Mach-Zehnder filters can be tailored to compensate for the gain nonuniformity of
EDFAs.54–55

� Fluoride-based EDFAs. A fluoride-based EDFA56 can provide an intrinsically flat gain
over a wide wavelength range from 1530 to 1560 nm, which is a much wider bandwidth than
for a silica-based EDFA. However, the fluoride-based fiber is extremely difficult to splice
to normal fibers, and mechanical connections result in high connection loss and instability.
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FIGURE 25 LPG design and gain equalization results.50

FIGURE 24 EDFA gain nonuniformity accumulation.



Fast Power Transients

The lifetime of a stimulated erbium ion is generally ∼10 ms, which seems to be long enough to
be transparent to signals modulated by data at the rates of several Gb/s or higher. However,
the EDFAs could be critically affected by the adding/dropping of WDM channels, network
reconfiguration, or link failures, as illustrated in Fig. 26. To achieve optimal channel SNRs, the
EDFAs are typically operated in the gain-saturation regime where all channels must share the
available gain.57 Therefore, when channels are added or dropped, the power of the remaining
channels will increase resulting transient effects.

The transients can be very fast in EDFA cascades.58,59 As shown in Fig. 27, with an increase
in the number of cascaded EDFAs, the transients can occur in ∼2 µs. These fast power tran-
sients in chain-amplifier systems should be controlled dynamically, and the response time
required scales as the size of the network. For large-scale networks, response times shorter
than 100 ns may be necessary.

From a system point of view, fiber nonlinearity may become a problem when too much
channel power exists, and a small SNR at the receiver may arise when too little power
remains.60 The corresponding fiber transmission penalty of the surviving channel is shown in
Fig. 28 in terms of the Q-factor, for varying numbers of cascaded EDFAs. When 15 channels
are dropped or added, the penalties are quite severe. Note that this degradation increases
with the number of channels N simply because of enhanced SPM due to a large power excur-
sion as a result of dropping N − 1 channels.

In order to maintain the quality of service, the surviving channels must be protected when
channel add/drop or network reconfiguration occurs. The techniques include:

� Optical attenuation, by adjusting optical attenuators between the gain stages in the ampli-
fier to control the amplifier gain61

13.20 FIBER OPTICS

FIGURE 26 EDFA gain transients.

FIGURE 27 Fast power transients in EDFA cascades.58



� Pump control, by adjusting the drive current of the pump lasers to control the amplifier
gain62–64

� Link control, using a power-variable control channel propagating with the signal channels
to balance the amplifier gain65

� Gain clamping, with an automatic optical feedback control scheme to achieve all-optical
gain clamping66,67

Ultrawideband EDFA

In Fig. 1 we saw that the bandwidth provided by conventional EDFAs is narrow compared to
the low-loss window of the optical fiber. It is extremely important to broaden the gain spec-
trum of the optical amplifier to increase the transmission capacity of WDM systems.

Figure 29 shows a very promising scheme utilizing a parallel-type amplifier with both a
1550 nm-band and a 1580 nm-band EDFA.68,69 The gain in the 1580 nm-band is provided by
an underpumped EDFA, sometimes using an erbium-doped fiber of as long as ∼200 m. The
combined amplifier can offer a bandwidth of up to 80 nm, which is twice the bandwidth pro-
vided by conventional EDFAs.

In fact, the available bandwidth of amplified WDM systems can be further extended by com-
bining this parallel configuration with other types of optical amplifiers, such as Raman amplifiers,
as shown in Fig. 30. Moreover, the available bandwidth may exceed 25 THz (the low-loss window
around 1.55 µm) by suppressing the high-loss peak around 1400 nm in the optical fiber. An addi-
tional bandwidth of more than 100 nm could be opened up by using this new type of fiber.70

13.5 DYNAMIC CHANNEL POWER EQUALIZATION

In Section 13.4 we discussed EDFA gain-flattening, which is a passive channel power equal-
ization scheme effective only for a static link. However, as mentioned in Section 13.3, all opti-
cal networks are nonstatic, since the power in each channel suffers from dynamic network
changes, including:

� Wavelength drift of components
� Changes in span loss
� Channel add/drop
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FIGURE 28 Q factor versus time for adding and
dropping 15 channels of a 16-channel system at a bit
rate of 10 Gb/sec.



As an example, consider Fig. 31, which shows how the gain shape of a cascaded EDFA
chain varies significantly with link loss changes due to environmental problems. This is
because the EDFA gain spectra are dependent on the saturation level of the amplifiers (see
Fig. 23). The simulation results in Fig. 31 are for a cascade of 10 gain-flattened EDFAs, each
with 20-dB gain, saturated by 16 input channels with −18 dBm per channel.

As illustrated in Fig. 32, system performance can be degraded due to unequalized WDM
channel power. These degrading effects include:

� SNR differential (reduced system dynamic range)
� Widely varying channel crosstalk
� Nonlinear effects
� Low signal power at the receiver
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FIGURE 29 Ultrawideband silica-based EDFA.

FIGURE 30 Potential wavelength regions for future WDM 
systems.



Therefore, channel power needs to be equalized dynamically in WDM networks to ensure
stable system performance. To obtain feedback for control purposes, a channel power moni-
toring scheme is very important. A simple way to accomplish this is to demultiplex all the
channels and detect the power in each channel using different photodetectors or detector
arrays. To avoid the high cost of many discrete components in WDM systems with large num-
bers of channels, other monitoring techniques that take advantage of wavelength-to-time
mapping have also been proposed, including the use of concatenated FBGs71 or swept
acousto-optic tunable filters (AOTFs).72

Various techniques have been proposed for dynamic channel power equalization, includ-
ing:

� Parallel loss elements73

� Individual bulk devices (e.g., AOTFs)74

� Serial filters75

� Micro-opto-mechanics (MEMS)76

� Integrated devices77

As an example, Fig. 33 shows the parallel loss element scheme, where the channels are
demultiplexed and attenuated by separate loss elements. An additional advantage of this
scheme is that ASE noise is reduced by the WDM multiplexer and demultiplexer. Possible
candidates for the loss elements in this scheme include:

� Opto-mechanical attenuators
� Acousto-optic modulators
� FBG
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FIGURE 31 Gain spectra variation due to link loss
changes for a cascade of 10 EDFAs.

FIGURE 32 Degradation due to unequalized
WDM channel power.



13.6 CROSSTALK IN WDM NETWORKS

Incoherent and coherent crosstalk between adjacent channels are major problems that limit
the density of WDM channels. In particular, coherent crosstalk in WDM ADMs and switches
places severe requirements on the acceptable crosstalk-suppression levels provided by these
components. In this section, we will introduce these two types of crosstalk and discuss their
impact on system performance.

Incoherent Crosstalk

WDM channel crosstalk involves the most basic function of demultiplexing many WDM
channels using an optical filter.78 Figure 34 shows the demultiplexing of WDM channels by an
optical filter so that only one channel is received and the other channel is blocked. However,
the slowly diminishing spectral shape of the filter with long tails will induce crosstalk to the
demultiplexed channel when the signals are detected at the photodetector.

In the case of incoherent crosstalk, the crosstalk level is determined by the channel spac-
ing and channel powers. This interchannel crosstalk power Pcr will act to reduce the power
extinction ratio of the selected recovered signal:

S = PS − Pcr (9)

where S is the effective recovered signal power, and PS is the power in the selected wavelength
that passes through the filter. The crosstalk due to power leakage from the adjacent channels
may raise the level of a “zero,” increasing the probability of errors. Although the tolerable
amount of crosstalk depends on the specific WDM system, crosstalk should not exceed a few
percent of the selected channel power in order to maintain good system performance.79–81
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FIGURE 33 Parallel loss element scheme for
dynamic channel power equalization.

FIGURE 34 Incoherent crosstalk from adjacent channels.



Coherent Crosstalk

Add-drop multiplexers are key subsystems in WDM networks.82 They are typically composed of
a wavelength demultiplexer followed by a wavelength multiplexer. Ideally, they allow a network
node to have access to a single wavelength while allowing all other wavelengths to pass through
the node unaffected (see Fig. 35). Unfortunately, wavelength (de)multiplexers83 are not ideal and
allow unwanted crosstalk of any input wavelength onto unintended output ports. For example, a
small replica of the signal at wavelength λ1 will appear at all the demultiplexer output ports, as
shown in Fig. 35. If a nonideal demultiplexer and nonideal multiplexer are placed back-to-back,
small replicas of the signal at λ1 will recombine with the main signal at λ1 at the multiplexer output.

This ADM structure with crosstalk represents an interferometer, since it consists of input
and output ports connected by optical paths. Due to coherent interaction of the fields, the
amplitude of the output signal will fluctuate as the signals’ relative phases and polarization
states change.84,85

Coherent crosstalk has been shown to be a serious limiting factor in scaleable WDM net-
works,86,87 since the crosstalk signal has the same frequency as the main signal and the
crosstalk is added to the main signal in the electric field. Let’s consider the case shown in Fig.
36, where two signals with identical wavelengths enter an OXC and then are routed to differ-
ent paths. Assuming the two channels have the same input power P and the power leakage of
the OXC is ε, then the optical power at one of the output ports can be approximated by

P0 ∝ (�P� + �ε P�)2 = P ± 2�ε�P + εP (10)
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FIGURE 35 Coherent crosstalk in an ADM.

FIGURE 36 Power fluctuation due to coherent
crosstalk.86



Therefore, the crosstalk power can be as high as 20 percent even when the power leakage
ratio of the OXC is only 1 percent.

Figure 37 shows scaling limitations due to coherent crosstalk.86 For the case of a single
crosstalk channel, a coherent crosstalk of −25 dB will cause a power penalty of 1 dB, which is
much more severe than the effects of incoherent crosstalk (1 dB power penalty at −8 dB
crosstalk).87 Because of the severity of this penalty, coherent crosstalk critically limits the scal-
ability of an optical network employing ADMs and OXCs. If 100 channels are required, the
crosstalk should be lower than −45 dB. However, the typical crosstalk of current components
(WDM arrayed-waveguide gratings, switches, and modulators) is only −25 dB.

To mitigate the effects of coherent crosstalk in WDM networks, the following techniques
have been proposed:

� Architecture dilation.88 Purposely introducing fiber delays (on the order of a bit time)
between different crosstalk paths decorrelates the bit pattern of the main signal from the
interfering signals and places some of the crosstalk power in the “0” bits of the main signal
instead of the “1” bits.

� Low-coherence light sources. Using light-emitting diodes (LEDs) or chirped distributed
feedback lasers (DFBs) with coherence times less than a bit time can reduce coherent
crosstalk, but the impact of dispersion would become more critical.

� Polarization scrambling or modulation. Polarization scrambling reduces the effect of
coherent crosstalk, since interference between the crosstalk and signal decreases when
their polarization states are not matched.

� Phase modulation. Modulating the phase of the signal at a rate greater than the bit rate
averages out the crosstalk and improves performance, since signal degradation depends on
the relative phase between the signal and crosstalk.

13.7 SUMMARY

In this chapter we have covered many different aspects of high-speed WDM fiber-optic com-
munication networks. We have endeavored to treat the most important topics—those that
will likely impact these networks for years to come. The enormous growth of these systems is
all due to the revolutionary introduction of the EDFA. With increased knowledge, more
development, higher data rates, and increasing channel count, WDM network limitations are
being continually redefined. Network reconfigurability can offer great benefits for future
WDM networks. However, a number of new degrading effects must be solved before recon-
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FIGURE 37 Scaling limitations due to coherent
crosstalk.86



figurable networks become a reality. Yet the push for more bandwidth in WDM systems con-
tinues due to the enormous inherent potential of the optical fiber.
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CHAPTER 14

INFRARED FIBERS

James A. Harrington
Rutgers University
Piscataway, New Jersey

14.1 INTRODUCTION

Infrared (IR) optical fibers may be defined as fiber optics transmitting radiation with wave-
lengths greater than approximately 2 µm. The first IR fibers were fabricated in the mid-1960s
from chalcogenide glasses such as arsenic trisulfide and had losses in excess of 10 dB/m.1 Dur-
ing the mid-1970s, the interest in developing an efficient and reliable IR fiber for short-haul
applications increased, partly in response to the need for a fiber to link broadband, long-
wavelength radiation to remote photodetectors in military sensor applications. In addition,
there was an ever increasing need for a flexible fiber delivery system for transmitting CO2

laser radiation in surgical applications. Around 1975, a variety of IR materials and fibers were
developed to meet these needs. These included the heavy metal fluoride glass (HMFG) and
polycrystalline fibers as well as hollow rectangular waveguides. While none of these fibers
had physical properties even approaching those of conventional silica fibers, they were nev-
ertheless useful in lengths less than 2 to 3 m for a variety of IR sensor and power delivery
applications.2

IR fiber optics may logically be divided into three broad categories: glass, crystalline, and
hollow waveguides. These categories may be further subdivided based on fiber material,
structure, or both, as shown in Table 1. Over the past 25 years many novel IR fibers have been
made in an effort to fabricate a fiber optic with properties as close as possible to those of sil-
ica, but only a relatively small number have survived. A good source of general information
on these various IR fiber types may be found in the literature.3–6 In this review only the best,
most viable, and, in most cases, commercially available IR fibers are discussed. In general,
both the optical and mechanical properties of IR fibers remain inferior to those of silica
fibers, and therefore the use of IR fibers is still limited primarily to nontelecommunication,
short-haul applications requiring only tens of meters of fiber rather than the kilometer
lengths common to telecommunication applications. The short-haul nature of IR fibers
results from the fact that most IR fibers have losses in the range of a few decibels per meter.
An exception is fluoride glass fibers, which can have losses as low as a few decibels per kilo-
meter. In addition, IR fibers are much weaker than silica fiber and, therefore, more fragile.
These deleterious features have slowed the acceptance of IR fibers and restricted their use
today to applications in chemical sensing, thermometry, and laser power delivery.
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A key feature of current IR fibers is their ability to transmit longer wavelengths than most
oxide glass fibers can. In some cases the transmittance of the fiber can extend well beyond 
20 µm, but most applications do not require the delivery of radiation longer than about 12 µm.
In Fig. 1 we give the attenuation values for some of the most common IR fibers as listed in
Table 1. From the data it is clear that there is a wide variation in range of transmission for the
different IR fibers and that there is significant extrinsic absorption that degrades the overall
optical response. Most of these extrinsic bands can be attributed to various impurities, but, in
the case of the hollow waveguides, they are due to interference effects resulting from the thin
film coatings used to make the guides.

Some of the other physical properties of IR fibers are listed in Table 2. For comparison, the
properties of silica fibers are also listed. The data in Table 2 and in Fig. 1 reveal that, com-
pared to silica, IR fibers usually have higher losses, larger refractive indices and dn/dT values,
lower melting or softening points, and greater thermal expansion. For example, chalcogenide
and polycrystalline Ag halide fibers have refractive indices greater than 2. This means that the
Fresnel loss exceeds 20 percent for two fiber ends. The higher dn/dT and low melting or soft-
ening point lead to thermal lensing and low laser-induced damage thresholds for some of the
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TABLE 1 Categories of IR Fibers with a Common Example to Illustrate Each Subcategory

Main Subcategory Examples

Glass Heavy metal fluoride (HMFG) ZrF4-BaF2-LaF3-AlF3-NaF (ZBLAN)
Germanate GeO2-PbO
Chalcogenide As2S3 and AsGeTeSe

Crystal Polycrystalline (PC) AgBrCl
Single crystal (SC) Sapphire

Hollow waveguide Metal/dielectric film Hollow glass waveguide
Refractive index < 1 Hollow sapphire at 10.6 µm

FIGURE 1 Composite loss spectra for some common IR fiber optics: ZBLAN
fluoride glass,7 SC sapphire,8 chalcogenide glass,9 PC AgBrCl,10 and hollow glass
waveguide.11
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fibers. Finally, a number of these fibers do not have cladding analogous to clad oxide glass
fibers. Nevertheless, core-only IR fibers such as sapphire and chalcogenide fibers can still be
useful because their refractive indices are sufficiently high. For these high-index fibers, the
energy is largely confined to the core of the fiber as long as the unprotected fiber core does
not come in contact with an absorbing medium.12

The motivation to develop a viable IR fiber stems from many proposed applications. A
summary of the most important current and future applications and the associated candidate
IR fiber that will best meet each need is given in Table 3. We may note several trends from
this table. The first is that hollow waveguides are an ideal candidate for laser power delivery
at all IR laser wavelengths. The air core of these special fibers or waveguides gives an inher-
ent advantage over solid-core fibers, whose damage threshold is frequently very low for these
IR-transmissive materials. The high refractive index of chalcogenide fibers is ideal for chem-
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TABLE 2 Selected Physical Properties of Key IR Fibers Compared to Conventional Silica Fiber

Glass Crystal Hollow

HMFG Chalcogenide PC SC Hollow Silica 
Property Silica ZBLAN AsGeSeTe AgBrCl Sapphire Waveguide 

Glass transition or melting point, °C 1175 265 245 412 2030 150 (usable T)

Thermal conductivity, W/m °C 1.38 0.628 0.2 1.1 36 1.38

Thermal expansion coefficient, 10−6 °C−1 0.55 17.2 15 30 5 0.55

Young’s modulus, GPa 70.0 58.3 21.5 0.14 430 70.0

Density, g/cm3 2.20 4.33 4.88 6.39 3.97 2.20

Refractive index 1.455 1.499 2.9 2.2 1.71 NA
(λ, µm) (0.70) (0.589) (10.6) (10.6) (3.0)

dn/dT, 10−5 °C−1 +1.2 −1.5 +10 −1.5 +1.4 NA
(λ, µm) (1.06) (1.06) (10.6) (10.6) (1.06)

Fiber transmission range, µm 0.24–2.0 0.25–4.0 4–11 3–16 0.5–3.1 0.9–25

Loss* at 2.94 µm, dB/m ∼800 0.08 5 3 0.4 0.5

Loss* at 10.6 µm, dB/m NA NA 2 0.5 NA 0.4

* Typical measured loss.
NA = not applicable.

TABLE 3 Examples of IR Fiber Candidates for Various Sensor and Power Delivery Applications

Application Comments Suitable IR fibers

Fiber-optic chemical sensors Evanescent wave principle—liquids AgBrCl, sapphire, chalcogenide, HMFG

Hollow core waveguides—gases Hollow glass waveguides

Radiometry Blackbody radiation, temperature Hollow glass waveguides, 
measurements AgBrCl, chalcogenide, sapphire

Er:YAG laser power delivery 3-µm transmitting fibers with high Hollow glass waveguides, sapphire, 
damage threshold germanate glass

CO2 laser power delivery 10-µm transmitting fibers with high Hollow glass waveguides
damage threshold

Thermal imaging Coherent bundles HMFG, chalcogenide

Fiber amplifiers and lasers Doped IR glass fibers HMFG, chalcogenide



ical sensing via evanescent wave coupling of a small portion of the light from the core into an
IR-absorbing medium. For the measurement of temperature through the simple transmission
of blackbody radiation, IR fibers that transmit beyond about 8 µm, such as the Ag halide,
chalcogenide, and hollow waveguides, are excellent candidates for use in measuring temper-
atures below 50°C. This is because the peak for room-temperature blackbody radiation is
about 10 µm.

14.2 NONOXIDE AND HEAVY-METAL OXIDE GLASS IR FIBERS

There are two IR-transmitting glass fiber systems that are relatively similar to conventional
silica-containing glass fibers. One is the HMFG and the other is heavy-metal germanate glass
fibers based on GeO2. The germanate glass fibers generally do not contain fluoride com-
pounds; instead, they contain heavy metal oxides to shift the IR absorption edge to longer
wavelengths. The advantage of germanate fibers over HMFG fibers is that germanate glass
has a higher glass transition temperature and, therefore, higher laser damage thresholds. But
the level of loss for the HMFG fibers is lower. Finally, chalcogenide glass fibers made from
chalcogen elements such as As, Ge, S, and Te contain no oxides or halides, making them a
good choice for nonlaser power delivery applications.

HMFG Fibers

Poulain et al.13 discovered HMFGs or fluoride glasses accidentally in 1975 at the University of
Rennes. In general, the typical fluoride glass has a glass transition temperature Tg four times
less than that of silica, is considerably less stable than silica, and has failure strains of only a
few percent compared to greater than 5 percent for silica. While an enormous number of mul-
ticomponent fluoride glass compositions have been fabricated, comparably few have been
drawn into fiber. This is because the temperature range for fiber drawing is normally too
small in most HMFGs to permit fiberization of the glass. The most popular HMFGs for fab-
rication into fibers are the fluorozirconate and fluoroaluminate glasses, of which the most
common are ZrF4-BaF2-LaF3-AlF3-NaF (ZBLAN) and AlF3-ZrF4-BaF2-CaF2-YF3, respec-
tively. The key physical properties of these glasses are summarized in Table 4. An important
feature of the fluoroaluminate glass is its higher Tg, which largely accounts for the higher laser
damage threshold for the fluoroaluminate glasses compared to ZBLAN at the Er:YAG laser
wavelength of 2.94 µm.

The fabrication of HMFG fiber is similar to any glass fiber drawing technology except that
the preforms are made using some type of melt-forming method rather than by a vapor depo-
sition process as is common with silica fibers. Specifically, a casting method based on first
forming a clad glass tube and then adding the molten core glass is used to form either multi-
mode or single-mode fluorozirconate fiber preforms. The cladding tube is made either by a
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TABLE 4 Fluorozirconate vs. Fluoroaluminate Glasses

Fluorozirconate Fluoroaluminate 
Property (ZBLAN) (AlF3-ZrF4-BaF2-CaF2-YF3)

Glass transition temperature, °C 265 400
Durability Medium Excellent
Loss at 2.94 µm, dB/m 0.01 0.1
Er:YAG laser peak output energy, mJ 300 (300-µm core) 850 (500-µm core)

Comparison between fluorozirconate and fluoroaluminate glasses of some key properties that relate to laser power
transmission and durability of the two HMFG fibers. Other physical properties are relatively similar.



rotational casting technique in which the tube is spun in a metal mold or by merely inverting
and pouring out most of the molten cladding glass contained in a metal mold to form a tube.14

The cladding tube is then filled with a higher-index core glass. Other preform fabrication tech-
niques include rod-in-tube and crucible techniques. The fluoroaluminate fiber preforms have
been made using an unusual extrusion technique in which core and cladding glass plates are
extruded into a core-clad preform.15 All methods, however, involve fabrication from the
melted glass rather than from the more pristine technique of vapor deposition used to form
SiO2-based fibers. This process creates inherent problems such as the formation of bubbles,
core-cladding interface irregularities, and small preform sizes. Most HMFG fiber drawing is
done using preforms rather than the crucible method. A ZBLAN preform is drawn at about
310°C in a controlled atmosphere (to minimize contamination by moisture or oxygen impuri-
ties, which can significantly weaken the fiber) using a narrow heat zone compared to silica.
Either ultraviolet (UV) acrylate or Teflon coatings are applied to the fiber. In the case of
Teflon, heat-shrink Teflon (FEP) is generally applied to the glass preform prior to the draw.

The attenuation in HMFG fibers is predicted to be about 10 times less than that for silica
fibers.16 Based on extrapolations of the intrinsic losses resulting from Rayleigh scattering and
multiphonon absorption, the minimum in the loss curves or V-curves is projected to be about
0.01 dB/km at 2.55 µm. Recent refinements of the scattering loss have modified this value
slightly to be 0.024 dB/km, or about eight times less than that for silica fiber.7 In practice, how-
ever, extrinsic loss mechanisms still dominate fiber loss. In Fig. 2, losses for two ZBLAN
fibers are shown. The data from British Telecom (BTRL) represents state-of-the-art fiber 
110 m in length.7 The other curve is more typical of commercially available (Infrared Fiber
Systems, Silver Spring, Maryland) ZBLAN fiber. The lowest measured loss for a BTRL 60-m-
long fiber is 0.45 dB/km at 2.3 µm. Some of the extrinsic absorption bands that contribute to
the total loss shown in Fig. 2 for the BTRL fiber are Ho3+ (0.64 and 1.95 µm), Nd3+ (0.74 and
0.81 µm), Cu2+ (0.97 µm), and OH− (2.87 µm). Scattering centers such as crystals, oxides, and
bubbles have also been found in the HMFG fibers. In their analysis of the data in Fig. 2, the
BTRL group separated the total minimum attenuation coefficient (0.65 dB/km at 2.59 µm)
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FIGURE 2 Losses in the best BTRL7 and typical (Infrared Fiber Systems, Silver
Spring, Maryland) ZBLAN fluoride glass fibers compared to those for fluoroalu-
minate glass fibers.15



into an absorptive loss component equal to 0.3 dB/km and a scattering loss component equal
to 0.35 dB/km. The losses for the fluoroaluminate glass fibers are also shown for comparison
in Fig. 2.15 Clearly, the losses are not as low as for the BTRL-ZBLAN fiber, but the AlF3-
based fluoride fibers do have the advantage of higher glass transition temperatures and there-
fore are better candidates for laser power delivery.

The reliability of HMFG fibers depends on protecting the fiber from attack by moisture and
on pretreatment of the preform to reduce surface crystallization. In general, the HMFGs are
much less durable than oxide glasses. The leach rates for ZBLAN glass range between 10−3 and
10−2 g/cm2/day. This is about five orders of magnitude higher than the leach rate for Pyrex
glass. The fluoroaluminate glasses are more durable, with leach rates that are more than three
times lower than those for the fluorozirconate glasses. The strength of HMFG fibers is less
than that of silica fibers. From Table 2 we see that Young’s modulus E for fluoride glass is 
51 GPa compared to 73 GPa for silica glass. Taking the theoretical strength to be about one-
fifth that of Young’s modulus gives a theoretical value of strength of 11 GPa for fluoride glass.
The largest bending strength measured has been about 1.4 Gpa, well below the theoretical value.
To estimate the bending radius R, we may use the approximate expression R = 1.198r(E/σmax),
where σmax is the maximum fracture stress and r is the fiber radius.17

Germanate Fibers

Heavy metal oxide glass fibers based on GeO2 have recently shown great promise as an alter-
native to HMFG fibers for 3-µm laser power delivery.18 Today, GeO2-based glass fibers are
composed of GeO2 (30–76 percent)–RO (15–43 percent)–XO (3–20 percent), where R repre-
sents an alkaline earth metal and X represents an element of Group IIIA.19 In addition, small
amounts of heavy metal fluorides may be added to the oxide mixture. The oxide-only ger-
manate glasses have glass transition temperatures as high as 680°C, excellent durability, and a
relatively high refractive index of 1.84. In Fig. 3, loss data is given for a typical germanate glass
fiber. While the losses are not as low as they are for the fluoride glasses shown in Fig. 2, these
fibers have an exceptionally high damage threshold at 3 µm. Specifically, over 20 W (2 J at 
10 Hz) of Er:YAG laser power has been launched into these fibers.
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FIGURE 3 Germanate glass fiber manufactured by Infrared Fiber Systems, Silver
Spring, Maryland.



Chalcogenide Fibers

Chalcogenide glass fibers were drawn into essentially the first IR fiber in the mid-1960s.1 Chalco-
genide fibers fall into three categories: sulfide, selenide, and telluride.20 One or more chalcogen
elements are mixed with one or more elements such as As, Ge, P, Sb, Ga, Al, Si, and so on to
form a glass having two or more components. From the data in Table 2 we see that the glasses
have low softening temperatures more comparable to those of fluoride glass than to those of
oxide glasses. Chalcogenide glasses are very stable, durable, and insensitive to moisture. A dis-
tinctive difference between these glasses and the other IR fiber glasses is that they do not trans-
mit well in the visible region and their refractive indices are quite high. Additionally, most of the
chalcogenide glasses, except for As2S3, have a rather large value of dn/dT.9 This fact limits the
laser power handling capability of the fibers. In general, chalcogenide glass fibers have proven
to be an excellent candidate for evanescent wave fiber sensors and for IR fiber image bundles.21

Chalcogenide glass is made by combining highly purified (>6 nines purity) raw elements in
an ampoule that is heated in a rocking furnace for about 10 h. After melting and mixing, the
glass is quenched and a glass preform is fabricated using rod-in-tube or rotational casting
methods. Preform fiber draws involve drawing a core-clad preform or a core-only preform.
For the core-only preform draw, either a soft chalcogenide cladding can be extruded over the
fiber as it is drawn or the preform can be Teflon clad. Crucible drawing is also possible.

The losses for the most important chalcogenide fibers are given in Fig. 4. Arsenic trisulfide
(As2S3) fiber, one of the simplest and oldest chalcogenide fibers, has a transmission range from
0.7 to about 6 µm.20 This fiber is red in color and therefore transmits furthest into the visible
region but cuts off in the long-wavelength end well before the heavier chalcogenide fibers.9

Longer wavelengths are transmitted through the addition of heavier elements like Te, Ge, and
Se, as shown in Fig. 4. A key feature of essentially all chalcogenide glasses is the strong extrinsic
absorption resulting from the bonding of contaminants such as hydrogen, H2O, and OH− to the
elemental cations. In particular, absorption peaks between 4.0 and 4.6 µm are due to S-H or 
Se-H bonds, and those at 2.78 and 6.3 µm are due to OH− (2.78 µm) and/or molecular water. The
hydride impurities are often especially strong and can be deleterious when these fibers are used
in chemical sensing applications where the desired chemical signature falls in the region of
extrinsic absorption. Another important feature of most of the chalcogenide fibers is that their
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FIGURE 4 Two common chalcogenide glass fibers: As2S3 and an AsGeSeTe fiber.9

Note the many impurity bands pervasive in these fiber systems.



losses are in general much higher than those of the fluoride glasses. In fact, at the important CO2

laser wavelength of 10.6 µm, the lowest loss is still above 1 dB/m for the Se-based fibers.20

14.3 CRYSTALLINE FIBERS

Crystalline IR fibers are an attractive alternative to glass IR fibers because most nonoxide
crystalline materials can transmit longer-wavelength radiation than IR glasses and, in the case
of sapphire, exhibit some superior physical properties as well.2 The disadvantage is that crys-
talline fibers are difficult to fabricate. There are two types of crystalline fiber: single-crystal
(SC)8 and polycrystalline (PC).22,23 Historically, the first crystalline fiber made was hot-
extruded KRS-5 fiber fabricated at Hughes Research Labs in 1975.24 KRS-5 or TlBrI was cho-
sen because it is very ductile and because it can transmit beyond the 20-µm range required for
the intended military surveillance satellite application. In fact, crystalline fibers such as KRS-5
and other halide crystals were initially thought to hold great potential as next-generation
ultra-low-loss fibers because their intrinsic loss was predicted to be as low as 10−3 dB/m.24

Unfortunately, this loss was not only never achieved but not even approached experimentally.

PC Fibers

There are many halide crystals that have excellent IR transmission, but only a few have been
fabricated into fiber optics. The technique used to make PC fibers is hot extrusion. As a result,
only the silver and thallium halides have the requisite physical properties (such as ductility,
low melting point, and independent slip systems) to be successfully extruded into fiber. In the
hot extrusion process, a single-crystal billet or preform is placed in a heated chamber and the
fiber is extruded to net shape through a diamond or tungsten carbide die at a temperature
equal to about half the melting point. The final PC fibers are usually from 500 to 900 µm in
diameter with no buffer jacket. The polycrystalline structure of the fiber consists of grains on
the order of 10 µm or larger in size. The billet may be clad using the rod-in-tube method. In
this method, a mixed silver halide such as AgBrCl is used as the core and then a lower-index
tube is formed using a Cl−-rich AgBrCl crystal. The extrusion of a core-clad fiber is not as easy
to achieve as it is in glass drawing, but Artjushenko et al.10 at the General Physics Institute
(GPI) in Moscow have achieved clad Ag halide fibers with losses nearly as low as those for
the core-only Ag halide fiber. Today, the PC Ag halide fibers represent the best PC fibers.
KRS-5 is no longer a viable candidate due largely to the toxicity of Tl and the greater flexi-
bility of the Ag halide fibers.

The losses for the Ag halide fibers are shown in Fig. 5. Both the core-only and core-clad
fibers are shown, and, as with the other IR fibers, we again see that there are several extrinsic
absorption bands. Water is often present at 3 and 6.3 µm and there is sometimes an SO4

−−

absorption near 9.6 µm. Furthermore, we note the decreasing attenuation as the wavelength
increases. This is a result of λ−2 scattering from strain-induced defects in the extruded fiber.
An important feature of the data is that the loss at 10.6 µm can be as low as 0.2 dB/m for the
core-only fiber and these fibers will transmit to almost 20 µm. These fibers have been used to
transmit about 100 W of CO2 laser power, but the safe limit seems to be 20 to 25 W.25 This is
due to the low melting point of the fibers.

There are several difficulties in handling and working with PC fibers. One is an unfortunate
aging effect in which the fiber transmission is observed to decrease over time.26 Normally the
aging loss, which increases uniformly over the entire IR region, is a result of strain relaxation and
possible grain growth as the fiber is stored. Another problem is that Ag halides are photosensi-
tive; exposure to visible or UV radiation creates colloidal Ag, which in turn leads to increased
losses in the IR. Finally, AgBrCl is corrosive to many metals. Therefore, the fibers should be
packaged in dark jackets and connectorized with materials such as Ti, Au, or ceramics.

14.8 FIBER OPTICS



The mechanical properties of these ductile fibers are quite different from those of glass
fibers. The fibers are weak, with ultimate tensile strengths of about 80 MPa for a 50-50 mix-
ture of AgBrCl. However, the main difference between the PC and glass fibers is that the PC
fibers plastically deform well before fracture. This plastic deformation leads to increased loss
as a result of increased scattering from separated grain boundaries. Therefore, in use, the
fibers should not be bent beyond their yield point; too much bending can lead to permanent
damage and a region of high loss in the fiber.

SC Fibers

Meter-long lengths of SC fibers have been made from only a small number of the over 80 IR
transmissive crystalline materials. Initially some SC fibers were grown by zone-refining meth-
ods from the same metal halides used to extrude PC fibers. The idea was that removal of the
grain boundaries in the PC fibers would improve the optical properties of the fiber. This did
not occur, so most of the crystalline materials chosen today for SC fiber fabrication have been
oxides. Compared to halides, oxide materials like Al2O3 (sapphire) have the advantage of
high melting points, chemical inertness, and the ability to be conveniently melted and grown
in air. Currently, sapphire is the most popular SC fiber.8,27,28

Sapphire is an insoluble, uniaxial crystal (trigonal structure) with a melting point of over
2000°C. It is an extremely hard and robust material with a usable fiber transmission from
about 0.5 to 3.2 µm. Other important physical properties shown in Table 2 include a refractive
index equal to 1.75 at 3 µm, a thermal expansion about 10 times higher than that of silica, and
a Young’s modulus approximately six times greater than that of silica. These properties make
sapphire an almost ideal IR fiber candidate for applications less than about 3.2 µm. In partic-
ular, this fiber has been used to deliver over 10 W of average power from an Er:YAG laser
operating at 2.94 µm.29

Sapphire fibers are fabricated using either the edge-defined, film-fed growth (EFG) or
the laser-heated pedestal growth (LHPG) techniques.30 In either method, some or all of the
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FIGURE 5 Losses in a typical PC silver halide fiber22 compared to those in recently
developed core-clad silver halide fiber.10



starting sapphire material is melted and an SC fiber is pulled from the melt. In the EFG
method, a capillary tube is used to conduct the molten sapphire to a seed fiber, which is
drawn slowly into a long fiber. Multiple capillary tubes, which also serve to define the shape
and diameter of the fiber, may be placed in one crucible of molten sapphire so that many
fibers can be drawn at one time. The LHPG process is a crucibleless technique in which a
small molten zone at the tip of an SC sapphire source rod (<2 mm diameter) is created using
a CO2 laser. A seed fiber slowly pulls the SC fiber as the source rod continuously moves into
the molten zone to replenish the molten material. Both SC fiber growth methods are very
slow (several millimeters per minute) compared to glass fiber drawing. The EFG method,
however, has an advantage over LHPG methods because more than one fiber can be con-
tinuously pulled at a time. LHPG methods, however, have produced the cleanest and lowest-
loss fibers owing to the fact that no crucible is used that can contaminate the fiber. The
sapphire fibers grown by these techniques are unclad, pure Al2O3 with the C-axis usually
aligned along the fiber axis. Fiber diameters range from 100 to 300 µm and lengths are gen-
erally less than 2 m. Postcladding techniques mostly involve a Teflon coating using heat-
shrink tubing.

The optical properties of the as-grown sapphire fibers are normally inferior to those of the
bulk starting material. This is particularly evident in the visible region and is a result of color-
center-type defect formation during the fiber drawing. These defects and the resulting absorp-
tion can be greatly reduced if the fibers are postannealed in air or oxygen at about 1000°C. In
Fig. 6, the losses for LHPG fiber grown at Rutgers University8 and EFG fiber grown by
Saphikon, Inc. (Milford, New Hampshire) are shown. Both fibers have been annealed at
1,000°C to reduce short-wavelength losses. We see that the LHPG fiber has the lowest over-
all loss. In particular, LHPG fiber loss at the important Er:YAG laser wavelength of 2.94 µm
is less than 0.3 dB/m, compared to the intrinsic value of 0.15 dB/m. There are also several
impurity absorptions beyond 3 µm that are believed to be due to transition metals like Ti or
Fe. Sapphire fibers have been used at temperatures of up to 1400°C without any change in
their transmission.
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FIGURE 6 SC sapphire fibers grown by the EFG30 (Saphikon, Inc., Milford, New Hamp-
shire) and LHPG29 methods.



14.4 HOLLOW WAVEGUIDES

The first optical-frequency hollow waveguides were similar in design to microwave guides.
Garmire et al.31 made a simple rectangular waveguide using aluminum strips spaced 0.5 mm
apart by bronze shim stock. Even when the aluminum was not well polished, these guides
worked surprisingly well. Losses at 10.6 µm were well below 1 dB/m, and Garmire early
demonstrated the high power handling capability of an air-core guide by delivering over 1 kW
of CO2 laser power through this simple structure. These rectangular waveguides, however,
never gained much popularity, primarily because their overall dimensions (about 0.5 × 10 mm)
were quite large in comparison to circular-cross-section guides and also because the rectangu-
lar guides cannot be bent uniformly in any direction. As a result, hollow circular waveguides
with diameters of 1 mm or less fabricated using metal, glass, or plastic tubing are the most com-
mon guides today. In general, hollow waveguides are an attractive alternative to conventional
solid-core IR fibers for laser power delivery because of the inherent advantage of their air
core. Hollow waveguides not only enjoy the advantage of high laser power thresholds but also
low insertion loss, no end reflection, ruggedness, and small beam divergence. A disadvantage,
however, is a loss on bending, which varies as 1/R where R is the bending radius. In addition,
the losses for these guides vary as 1/a3 where a is the radius of the bore; therefore the loss can
be arbitrarily small for a sufficiently large core. The bore size and bending radius dependence
of all hollow waveguides are characteristics of these guides not shared by solid-core fibers. Ini-
tially these waveguides were developed for medical and industrial applications involving the
delivery of CO2 laser radiation, but more recently they have been used to transmit incoherent
light for broadband spectroscopic and radiometric applications.32–34 Today they are one of the
best alternatives for power delivery in IR laser surgery and industrial laser delivery systems,
with losses as low as 0.1 dB/m and transmitted CW laser powers as high as 2.7 kW.35

Hollow core waveguides may be grouped into two categories: (1) those whose inner core
materials have refractive indices greater than 1 (leaky guides) and (2) those whose inner wall
materials have refractive indexes less than 1 [attenuated total reflectance (ATR) guides].
Leaky or n > 1 guides have metallic and dielectric films deposited on the inside of metallic,36

plastic,37 or glass11 tubing. ATR guides are made from dielectric materials with refractive
indices of less than 1 in the wavelength region of interest.38 Therefore, n < 1 guides are fiber-
like in that the core index (n ≈ 1) is greater than the clad index. Hollow sapphire fibers oper-
ating at 10.6 µm (n = 0.67) are an example of this class of hollow guide.39

Hollow Metal and Plastic Waveguides

The earliest circular-cross-section hollow guides were formed using metallic and plastic tub-
ing as the structural members. Miyagi and colleagues in Japan used sputtering methods to
deposit Ge,40 ZnSe, and ZnS36 coatings on aluminum mandrels. Then a final layer of Ni was
electroplated over these coatings before the aluminum mandrel was removed by chemical
leaching. The final structure was then a flexible Ni tube with optically thick dielectric layers
on the inner wall to enhance the reflectivity in the infrared. Croitoru and colleagues41 at Tel
Aviv University applied Ag followed by AgI coatings on the inside of polyethylene and
Teflon tubing to make a very flexible waveguide. Similar Ag and Ag halide coatings were
deposited inside Ag tubes by Morrow and colleagues.42

Hollow Glass Waveguides

The most popular structure today is the hollow glass waveguide (HGW) developed initially at
Rutgers University.43 The advantage of glass tubing is that it is much smoother than either
metal and plastic tubing and, therefore, the scattering losses are less. HGWs are fabricated
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using wet chemistry methods to first deposit a layer of Ag on the inside of silica glass tubing
and then to form a dielectric layer of AgI over the metallic film by converting some of the Ag
to AgI. The silica tubing used has a polymer coating of UV acrylate or polyimide on the out-
side surface to preserve the mechanical strength. The thickness of the AgI is optimized to give
high reflectivity at a particular laser wavelength or range of wavelengths. Using these tech-
niques, HGWs have been fabricated with lengths as long as 13 m and bore sizes ranging from
250 to 1300 µm.

The spectral loss for an HGW with a 530-µm bore is given in Fig. 2. This HGW was
designed for an optimal response at 10 µm. The peaks at about 3 and 5 µm are not absorption
peaks but rather interference bands due to thin-film optical effects. For broadband applica-
tions and shorter-wavelength applications, a thinner AgI coating would be used to shift the
interference peaks to shorter wavelengths. For such HGWs the optical response will be nearly
flat without interference bands in the far IR fiber region of the spectrum. The data in Fig. 7
shows the straight loss measured using a CO2 and Er:YAG laser for different bore sizes. An
important feature of this data is the 1/a3 dependence of loss on bore size predicted by the the-
ory of Marcatili and Schmeltzer.44 In general, the losses are less than 0.5 dB/m at 10 µm for
bore sizes larger than ∼400 µm. Furthermore, the data at 10.6 µm agrees well with the calcu-
lated values, but at 3 µm the measured losses are somewhat above those predicted by Mar-
catili and Schmeltzer. This is a result of increased scattering at the shorter wavelengths from
the metallic and dielectric films. The bending loss depends on many factors such as the qual-
ity of the films, the bore size, and the uniformity of the silica tubing. A typical bending loss
curve for an HGW with a 530-µm bore measured with a CO2 laser is given in Fig. 8. The losses
are seen to increase linearly with increasing curvature as predicted. It is important to note
that while there is an additional loss on bending for any hollow guide, it does not necessarily
mean that this restricts the use of hollow guides in power delivery or sensor applications. Nor-
mally most fiber delivery systems have rather large bend radii and therefore a minimal
amount of the guide is under tight bending conditions and the bending loss is low. From the
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FIGURE 7 Straight losses measured in hollow glass waveguides with Ag/AgI films. The guide
labeled “CO2 laser” was designed for optimal transmission at 10.6 µm while that labeled “Er:YAG
laser” was designed for optimal transmission at 3 µm. Note that the loss varies approximately as 1/a3.



data in Fig. 8 one can calculate the bending loss contribution for an HGW link by assuming
some modest bends over a small section of guide length. An additional important feature of
hollow waveguides is that they are nearly single mode. This is a result of the strong depen-
dence of loss on the fiber mode parameter. That is, the loss of high-order modes increases as
the square of the mode parameter, so even though the guides are very multimode, in practice
only the lowest-order modes propagate. This is particularly true for the small-bore (<300 µm)
guides, in which virtually only the lowest-order HE11 mode is propagated.

HGWs have been used quite successfully in IR laser power delivery and, more recently, in
some sensor applications. Modest CO2 and Er:YAG laser powers below about 80 W can be
delivered without difficulty. At higher powers, water-cooling jackets have been placed around
the guides to prevent laser damage. The highest CO2 laser power delivered through a water-
cooled hollow metallic waveguide with a bore of 1800 µm was 2700 W, and the highest power
through a water-cooled HGW with a 700-µm bore was 1040 W.45 Sensor applications include
gas and temperature measurements. A coiled HGW filled with gas can be used in place of a
more complex and costly White cell to provide an effective means for gas analysis. Unlike
evanescent wave spectroscopy, in which light is coupled out of a solid-core-only fiber into
media in contact with the core, all of the light is passing through the gas in the hollow guide
cell, making this a sensitive, quick-response fiber sensor. Temperature measurements may be
aided by using an HGW to transmit blackbody radiation from a remote site to an IR detector.
Such an arrangement has been used to measure jet engine temperatures.

14.5 SUMMARY AND CONCLUSIONS

During the past 25 years of the development of IR fibers, there has been a great deal of fun-
damental research designed to produce a fiber with optical and mechanical properties close
to those of silica. We can see that today we are still far from that Holy Grail, but some viable
IR fibers have emerged that, as a class, can be used to address some of the needs for a fiber
that can transmit greater than 2 µm. Yet we are still limited with the current IR fiber technol-
ogy by high loss and low strength. Nevertheless, more applications are being found for IR
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FIGURE 8 Additional loss on bending an HGW with a 530-µm bore, measured at
10.6 µm. The loss is seen to increase as the curvature increases.



fibers as users become aware of their limitations and, more importantly, how to design around
their properties.

There are two near-term applications of IR fibers: laser power delivery and sensors. An
important future application for these fibers, however, may be more in active fiber systems
like the Er- and Pr-doped fluoride fibers and emerging doped chalcogenide fibers. In regards
to power delivery fibers, the best choice seems to be hollow waveguides for CO2 lasers and SC
sapphire, germanate glass, or HGWs for Er:YAG laser delivery. Chemical, temperature, and
imaging bundles make use mostly of solid-core fibers. Evanescent wave spectroscopy (EWS)
using chalcogenide and fluoride fibers is quite successful. A distinct advantage of an IR-fiber
EWS sensor is that the signature of the analyte is often very strong in the infrared or finger-
print region of the spectrum. Temperature sensing generally involves the transmission of
blackbody radiation. IR fibers can be very advantageous at low temperatures, especially near
room temperature, where the peak in the blackbody radiation is near 10 µm. Finally, there is
an emerging interest in IR imaging using coherent bundles of IR fibers. Several thousand
chalcogenide fibers have been bundled by Amorphous Materials (Garland, Texas) to make
an image bundle for the 3- to 10-µm region.
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15.1 INTRODUCTION

Optical fiber sensors are a broad topic. The objective of this chapter is to briefly summarize
the fundamental properties of representative types of optical fiber sensors and how they
operate. Four different types of sensors are evaluated systematically on the basis of perfor-
mance criteria such as resolution, dynamic range, cross-sensitivity to multiple ambient per-
turbations, fabrication, and demodulation processes. The optical fiber sensing methods that
will be investigated include well-established technologies such as fiber Bragg grating
(FBG)–based sensors, and rapidly evolving measurement techniques such as those involving
long-period gratings (LPGs). Additionally, two popular versions of Fabry-Perot interfero-
metric sensors (intrinsic and extrinsic) are evaluated.

The outline of this chapter is as follows. The principles of operation and fabrication pro-
cesses of each of the four sensors are discussed separately. The sensitivity of the sensors to dis-
placement and simultaneous perturbations such as temperature is analyzed. The overall
complexity and performance of a sensing technique depends heavily on the signal demodula-
tion process. Thus, the detection schemes for all four sensors are discussed and compared on
the basis of their complexity. Finally, a theoretical analysis of the cross-sensitivities of the four
sensing schemes is presented and their performance is compared.

Measurements of a wide range of physical measurands by optical fiber sensors have been
investigated for more than 20 years. Displacement measurements using optical fiber sensors are
typical of these, and both embedded and surface-mounted configurations have been reported
by researchers in the past.1 Fiber-optic sensors are small in size, are immune to electromagnetic
interference, and can be easily integrated with existing optical fiber communication links. Such
sensors can typically be easily multiplexed, resulting in distributed networks that can be used for
health monitoring of integrated, high-performance materials and structures.

Optical fiber sensors of displacement are perhaps the most basic of all fiber sensor types
because they may be configured to measure many other related environmental factors. They
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should possess certain important characteristics. First, they should either be insensitive to
ambient fluctuations in temperature and pressure or should employ demodulation techniques
that compensate for changes in the output signal due to these additional perturbations. In an
embedded configuration, the sensors for axial strain measurements should have minimum
cross-sensitivity to other strain states. The sensor signal should itself be simple and easy to
demodulate. Nonlinearities in the output require expensive decoding procedures or necessi-
tate pre-calibration and sensor-to-sensor incompatibility. The sensor should ideally provide
an absolute and real-time displacement or strain measurement in a form that can be easily
processed. For environments where large strain magnitudes are expected, the sensor should
have a large dynamic range while at the same time maintaining the desired sensitivity. We
now discuss each of the four sensing schemes individually and present their relative advan-
tages and shortcomings.

15.2 EXTRINSIC FABRY-PEROT INTERFEROMETRIC SENSORS

The extrinsic Fabry-Perot interferometric (EFPI) sensor, proposed by a number of groups
and authors, is one of the most popular fiber-optic sensors used for applications in health
monitoring of smart materials and structures.3 As the name suggests, the EFPI is an interfer-
ometric sensor in which the detected intensity is modulated by the parameter under mea-
surement. The simplest configuration of an EFPI is shown in Fig. 1.

The EFPI system consists of a single-mode laser diode that illuminates a Fabry-Perot cav-
ity through a fused biconical tapered coupler. The cavity is formed between an input single-
mode fiber and a reflecting target element that may be a fiber. Since the cavity is external to
the lead-in/lead-out fiber, the EFPI sensor is independent of transverse strain and small ambi-
ent temperature fluctuations. The input fiber and the reflecting fiber are typically aligned
using a hollow core tube as shown in Fig. 10. For optical fibers with uncoated ends, Fresnel
reflection of approximately 4 percent results at the glass-to-air and air-to-glass interfaces that
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FIGURE 1 Extrinsic Fabry-Perot interferometric (EFPI) sensor and system.
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define the cavity. The first reflection at the glass-air interface R1, called the reference reflec-
tion, is independent of the applied perturbation. The second reflection at the air-glass inter-
face R2, termed the sensing reflection, is dependent on the length of the cavity d, which in turn
is modulated by the applied perturbation. These two reflections interfere (provided 2d < Lc,
the coherence length of the light source) and the intensity I at the detector varies as a func-
tion of the cavity length,

I = I0 cos � d� (1)

where I0 is the maximum value of the output intensity and λ is the center wavelength of the
light source, here assumed to be a laser diode.

The typical intensity-versus-displacement transfer function curve [Eq.(1)] for an EFPI
sensor is shown in Fig. 2. Small perturbations that result in operation around the quiescent or
Q point of the sensor lead to an approximately linear variation in output intensity versus
applied displacement. For larger displacements, the output signal is not a linear function of
the input signal, and the output signal may vary over several sinusoidal periods. In this case, a
fringe in the output signal is defined as the change in intensity from a maximum to a maxi-
mum, or from a minimum to a minimum, so each fringe corresponds to a change in the cavity
length by half of the operating wavelength λ. The change in the cavity length ∆d is then
employed to calculate the strain using the expression

ε = (2)

where L is defined as the gauge length of the sensor and is typically the distance between two
points where the input and reflecting fibers are bonded to the hollow-core support tube.

The EFPI sensor has been used for the analysis of materials and structures.1,3 The relatively
low temperature sensitivity of the sensor element, due to the opposite directional expansion of
the fiber and tube elements, makes it attractive for the measurement of strain and displace-
ment in environments where the temperature is not anticipated to change over a wide range.

∆d
�
L

4π
�
λ
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FIGURE 2 EFPI transfer function curve.
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The EFPI sensor is capable of measuring subangstrom displacements with strain resolution
better than 1 µε and a dynamic range greater than 10,000 µε. Moreover, the large bandwidth
simplifies the measurement of highly cyclical strain. The sensor also allows single-ended oper-
ation and is hence suitable for applications where ingress to and egress from the sensor loca-
tion are important. The sensor requires simple and inexpensive fabrication equipment and an
assembly time of a few minutes. Additionally, since the cavity is external to the fibers, trans-
verse strain components that tend to influence the response of similar intrinsic sensors through
Poisson-effect cross-coupling have negligible effect on the EFPI sensor output.

15.3 INTRINSIC FABRY-PEROT INTERFEROMETRIC SENSORS

The intrinsic Fabry-Perot interferometric (IFPI) sensor is similar in operation to its extrinsic
counterpart, but significant differences exist in the configurations of the two sensors.4 The
basic IFPI sensor is shown in Fig. 3. An optically isolated laser diode is used as the optical
source to one of the input arms of a bidirectional 2×2 coupler. The Fabry-Perot cavity is
formed internally by fusing a small length of single-mode fiber to one of the output legs of the
coupler. As shown in Fig. 3, the reference (R) and sensing (S) reflections interfere at the
detector to again provide a sinusoidal intensity variation versus cavity path length modula-
tion. The cavity can also be implemented by introducing two Fresnel or other reflectors along
the length of a single fiber. The photosensitivity effect in germanosilicate fibers has been used
in the past to fabricate broadband grating-based reflector elements to define such an IFPI
cavity.5 Since the cavity is formed within an optical fiber, changes in the refractive index of the
fiber due to the applied perturbation can significantly alter the phase of the sensing signal S.
Thus the intrinsic cavity results in the sensor being sensitive to ambient temperature fluctua-
tions and all states of strain.

The IFPI sensor, like all other interferometric signals, has a nonlinear output that compli-
cates the measurement of large-magnitude strain. This can again be overcome by operating
the sensor in the linear regime around the Q point of the sinusoidal transfer function curve.
The main limitation of the IFPI strain sensor is that the photoelastic-effect-induced change in
index of refraction results in a nonlinear relationship between the applied perturbation and
the change in cavity length. For most IFPI sensors, the change in the propagation constant of
the fundamental mode dominates the change in cavity length. Thus IFPIs are highly suscepti-
ble to temperature changes and transverse strain components.6 In embedded applications, the
sensitivity to all of the strain components can result in complex signal output. The process of
fabricating an IFPI strain sensor is more complicated than that for the EFPI sensor since the
sensing cavity of the IFPI sensor must be formed within the optical fiber by some special pro-
cedure. The strain resolution of IFPI sensors is approximately 1 µε with an operating range
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FIGURE 3 The intrinsic Fabry-Perot interferometric (IFPI) sensor.
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greater than 10,000 µε. IFPI sensors also suffer from drift in the output signal due to varia-
tions in the polarization state of the input light.

Thus the preliminary analysis shows that the extrinsic version of the Fabry-Perot optical
fiber sensor seems to have an overall advantage over its intrinsic counterpart. The extrinsic
sensor has negligible cross-sensitivity to temperature and transverse strain. Although the
strain sensitivities, dynamic ranges, and bandwidths of the two sensors are comparable, the
IFPIs can be expensive and cumbersome to fabricate due to the intrinsic nature of the sens-
ing cavity.

The extrinsic and intrinsic Fabry-Perot interferometric sensors possess nonlinear sinu-
soidal outputs that complicate signal processing at the detector. Although intensity-based
sensors have a simple output variation, they suffer from limited sensitivity to strain or other
perturbations of interest. Grating-based sensors have recently become popular as transducers
that provide wavelength-encoded output signals that can typically be easily demodulated to
derive information about the perturbation under investigation. We next discuss the advan-
tages and drawbacks of Bragg grating sensing technology. The basic operating mechanism of
Bragg grating-based strain sensors is then reviewed and the expressions for strain resolution
are obtained. These sensors are then compared to the recently developed long-period grating
devices in terms of fabrication process, cross-sensitivity to multiple measurands, and simplic-
ity of signal demodulation.

15.4 FIBER BRAGG GRATING SENSORS

The phenomenon of photosensitivity was discovered by Hill and coworkers in 1978.7 It was
found that permanent refractive index changes could be induced in optical fibers by exposing
the germanium-doped core of a fiber to intense light at 488 or 514 nm. Hill found that a sinu-
soidal modulation of index of refraction in the core created by the spatial variation of such an
index-modifying beam gives rise to refractive index grating that can be used to couple the
energy in the fundamental guided mode to various guided and lossy modes. Later Meltz et al.8

suggested that photosensitivity is more efficient if the fiber is side-exposed to a writing beam
at wavelengths close to the absorption wavelength (242 nm) of the germanium defects in the
fiber. The side-writing process simplified the fabrication of Bragg gratings, and these devices
have recently emerged as highly versatile components for optical fiber communication and
sensing systems. Recently, loading of the fibers with hydrogen prior to writing has been used
to produce order-of-magnitude larger changes in index in germanosilicate fibers.9

Principle of Operation

Bragg gratings in optical fibers are based on a phase-matching condition between propagat-
ing optical modes. This phase-matching condition is given by

kg + kc = kB (3)

where kg, kc , and kB are, respectively, the wave vectors of the coupled guided mode, the result-
ing coupling mode, and the grating. For a first-order interaction, kB = 2π/Λ, where Λ is the spa-
tial period of the grating. In terms of propagation constants, this condition reduces to the
general form of interaction for mode coupling due to a periodic perturbation

∆β = (4)

where ∆β is the difference in the propagation constants of the two modes involved in mode
coupling, where both modes are assumed to travel in the same direction.

2π
�
Λ
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Fiber Bragg gratings (FBGs) involve the coupling of the forward-propagating fundamen-
tal LP01 in a single-mode fiber to the reverse-propagating LP01 mode.10 Here, consider a 
single-mode fiber with β01 and −β01 as the propagation constants of the forward- and reverse-
propagating fundamental LP01 modes. To satisfy the phase-matching condition,

∆β = β01 − (−β01) = (5)

where β01 = 2πneff/λ, neff is the effective index of the fundamental mode, and λ is the free-space
wavelength of the source. Equation (5) reduces to10

λB = 2Λneff (6)

where λB is termed the Bragg wavelength—the wavelength at which the forward-propagating
LP01 mode couples to the reverse-propagating LP01 mode. Such coupling is wavelength depen-
dent, since the propagation constants of the two modes are a function of the wavelength.
Hence, if an FBG element is interrogated using a broadband optical source, the wavelength
at which phase matching occurs is back-reflected. This back-reflected wavelength is a function
of the grating period Λ and the effective index neff of the fundamental mode as shown in Eq.
(6). Since strain and temperature effects can modulate both of these parameters, the Bragg
wavelength is modulated by both of these external perturbations. The resulting spectral shifts
are utilized to implement FBGs for sensing applications.

Figure 4 shows the mode-coupling mechanism in fiber Bragg gratings using a β-plot. Since
the difference in propagation constants (∆β) between the modes involved in coupling is large,
we see from Eq. (4) that only a small period, Λ, is needed to induce this mode coupling. Typ-
ically for optical fiber communication system applications the value of λB is approximately 1.5
µm. From Eq. (6), Λ is thus approximately 0.5 µm for neff = 1.5, the approximate index of
refraction of the glass in a fiber. Due to the small period, on the order of 1 µm, FBGs are typ-
ically classified as short-period gratings (SPGs).

Bragg Grating Sensor Fabrication

Fiber Bragg gratings have commonly been manufactured using two side-exposure techniques,
namely interferometric and phase mask methods. The interferometric method, shown in Fig.
5, uses an ultraviolet (UV) writing beam at 244 or 248 nm, split into two parts of approxi-
mately the same intensity by a beam splitter.8 The two beams are focused on a portion of the
Ge-doped fiber, whose protective coating has been removed using cylindrical lenses. The
period of the resulting interference pattern, and hence the period of the Bragg grating ele-
ment to be written, is varied by altering the mutual angle θ. A limitation of this method is that
any relative vibration of the pairs of mirrors and lenses can lead to the degradation of the

2π
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FIGURE 4 Mode-coupling mechanism in fiber Bragg gratings. The large value of ∆β in FBGs requires a
small value of the grating periodicity Λ. The hatched regions represent the guided modes in the forward 
(β > 0) and reverse (β > 0) directions.
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quality of the fringe pattern and the fabricated grating; thus the entire system has a stringent
stability requirement. To overcome this drawback, Kashyap10 proposed a novel interferome-
ter technique in which the path difference between the interfering UV beams is produced by
propagation through a right-angled prism, as shown in Fig. 6. This geometry is inherently sta-
ble because both beams are perturbed similarly by any prism vibration.

The phase mask technique has gained popularity as an efficient holographic side-writing
procedure for grating fabrication.11 In this method, shown in Fig. 7, an incident UV beam is
diffracted into −1, 0, and +1 orders by a relief grating typically generated on a silica plate by
electron beam exposure and plasma etching. The two first diffraction orders undergo total
internal reflection at the glass-air interface of a rectangular prism and interfere at the location
of the fiber placed directly behind the mask. This technique is wavelength specific, since the
period of the resulting two-beam interference pattern is uniquely determined by the diffrac-
tion angle of −1 and +1 orders and thus the properties of the phase mask. Obviously, different
phase masks are required for the fabrication of gratings at different Bragg wavelengths. A
setup for actively monitoring the growth of a grating in the transmission mode during fabri-
cation is shown in Fig. 8.
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FIGURE 5 Fabrication of Bragg gratings using
interferometric scheme.
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Bragg Grating Sensors

From Eq. (6) we see that a change in the value of neff and/or Λ can cause the Bragg wavelength
λ to shift. This fractional change in the resonance wavelength ∆λ/λ is given by

= + (7)

where ∆Λ/Λ and ∆neff/neff are the fractional changes in the period and the effective index,
respectively. The relative magnitudes of the two changes depend on the type of perturbation
to which the grating is subjected. For most applications the effect due to change in effective
index is the dominating mechanism.

An axial strain ε in the grating changes the grating period and the effective index and
results in a shift in the Bragg wavelength, given by

= + (8)

The first term on the right side of Eq. (8) is unity, while the second term has its origin in the
photoelastic effect. An axial strain in the fiber serves to change the refractive index of both
the core and the cladding. This results in a variation in the value of the effective index of glass.
The photoelastic or strain-optic coefficient is approximately −0.27. Thus, the variations in neff

and Λ due to strain have contrasting effects on the Bragg peak. The fractional change in the
Bragg wavelength due to axial strain is 0.73ε, or 73 percent of the applied strain. At 1550 and
1300 nm, the shifts in the resonance wavelength are 11 nm/%ε and 9 nm/%ε, respectively. An
FBG at 1500 nm shifts by 1.6 nm for every 100°C rise in temperature.7

Limitations of Bragg Grating Strain Sensors

The primary limitation of Bragg grating sensors is the complex and expensive fabrication
technique. Although side-writing is commonly being used to manufacture these gratings, the
requirement of expensive phase masks increases the cost of the sensing system. In the inter-
ferometric technique, stability of the setup is a critical factor in obtaining high-quality grat-
ings. Since index changes of the order of 10−3 are required to fabricate these gratings, laser
pulses of high energy levels are necessary.

The second primary limitation of Bragg gratings is their limited bandwidth. The typical
value of the full width at half-maximum (FWHM) is between 0.1 and 1 nm. Although higher
bandwidths can be obtained by chirping the index or period along the grating length, this adds
to the cost of the grating fabrication. The limited bandwidth requires high-resolution spectrum
analysis to monitor the grating spectrum. Kersey and Berkoff12 have proposed an unbalanced
Mach-Zender interferometer to detect the perturbation-induced wavelength shift. Two
unequal arms of the Mach-Zender interferometer are excited by the back reflection from a
Bragg grating sensor element. Any change in the input optical wavelength modulates the
phase difference between the two arms and results in a time-varying sinusoidal intensity at the
output. This interference signal can be related to the shift in the Bragg peak and the magnitude
of the perturbation can be obtained. Recently, modal interferometers have also been proposed
to demodulate the output of a Bragg grating sensor.13 The unbalanced interferometers are also
susceptible to external perturbations and hence need to be isolated from the parameter under
investigation. Moreover, the nonlinear output may require fringe counting, which can be com-
plicated and expensive. Additionally, a change in the perturbation polarity at the maxima or
minima of the transfer function curve will not be detected by this demodulation scheme. To
overcome this limitation, two unbalanced interferometers may be employed for dynamic mea-
surements.
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Cross-sensitivity to temperature leads to erroneous displacement measurements in appli-
cations where the ambient temperature has a temporal variation. So a reference grating used
to measure temperature change may be utilized to compensate for the output of the strain
sensor. Recently, temperature-independent sensing has been demonstrated using chirped
gratings written in tapered optical fibers.14

Finally, the sensitivity of fiber Bragg grating strain sensors may not be adequate for certain
applications. This sensitivity of the sensor depends on the minimum detectable wavelength
shift at the receiver. Although excellent wavelength resolution can be obtained with unbal-
anced interferometric detection techniques, standard spectrum analysis systems typically 
provide a resolution of 0.1 nm. At 1300 nm, this minimum detectable change in wavelength
corresponds to a strain resolution of 111 µε. Hence, in applications where strains smaller than
100 µε are anticipated, Bragg grating sensors may not be practical. The dynamic range of
strain measurement can be as much as 15,000 µε.

15.5 LONG-PERIOD GRATING SENSORS

This section discusses the use of novel long-period gratings (LPGs) as displacement-sensing
devices. We analyze the principle of operation of these gratings, their fabrication process, typ-
ical experimental evaluation, their demodulation process, and their cross-sensitivity to ambi-
ent temperature.

Principle of Operation

Long-period gratings that couple the fundamental guided mode to different guided modes have
been demonstrated.15,16 Gratings with longer periodicities that involve coupling of a guided
mode to forward-propagating cladding modes were recently proposed by Vengsarkar et al.17,18

As discussed previously, fiber gratings satisfy the Bragg phase-matching condition between the
guided and cladding or radiation modes or another guided mode. This wavelength-dependent
phase-matching condition is given by

β01 − β = ∆β = (9)

where Λ is the period of the grating and β01 and β are the propagation constant of the funda-
mental guided mode and the mode to which coupling occurs, respectively.

For conventional fiber Bragg gratings, the coupling of the forward-propagating LP01 mode
occurs to the reverse-propagating LP01 mode (β = −β01). Since ∆β is large in this case, as shown
in Fig. 9a, the grating periodicity is small, typically on the order of 1 µm. Unblazed long-
period gratings couple the fundamental mode to the discrete and circularly symmetric, 
forward-propagating cladding modes (β = βn), resulting in smaller values of ∆β, as shown in
Fig. 9b, and hence periodicities ranging in the hundreds of micrometers.17 The cladding modes
attenuate rapidly as they propagate along the length of the fiber, due to the lossy cladding-
coating interface and bends in the fiber. Since ∆β is discrete and a function of the wavelength,
this coupling to the cladding modes is highly selective, leading to a wavelength-dependent
loss. As a result, any modulation of the core and cladding guiding properties modifies the
spectral response of long-period gratings, and this phenomenon can be utilized for sensing
purposes. Moreover, since the cladding modes interact with the fiber jacket or any other
material surrounding the cladding, changes in the index of refraction or other properties of
these effective coatings materials can also be detected.

2π
�
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LPG Fabrication Procedure

To fabricate long-period gratings, hydrogen-loaded (3.4 mole%), germanosilicate fibers may
be exposed to 248-nm UV radiation from a KrF excimer laser through a chrome-plated
amplitude mask possessing a periodic rectangular transmittance function. Figure 10 shows 
a typical setup used to fabricate such gratings. The laser is pulsed at approximately 20 Hz 
with a pulse duration of several nanoseconds. The typical writing times for an energy of 
100 mJ/cm2/pulse and a 2.5-cm exposed length vary between 6 and 15 min for different fibers.
The coupling wavelength λp shifts to higher values during exposure due to the photoinduced
enhancement of the refractive index of the fiber core and the resulting increase in β01. After
writing, the gratings are annealed at 150°C for several hours to remove the unreacted hydro-
gen. This high-temperature annealing causes λp to move to shorter wavelengths due to the
decay of UV-induced defects and the diffusion of molecular hydrogen from the fiber. Figure
11 depicts the typical transmittance of a grating. Various attenuation bands correspond to
coupling to discrete cladding modes of different orders. A number of gratings can be fabri-
cated at the same time by placing more than one fiber behind the amplitude mask. Due to the
relatively long spatial periods, the stability requirements during the writing process are not so
severe as those for short-period Bragg gratings.

For coupling to the highest-order cladding mode, the maximum isolation (loss in transmis-
sion intensity) is typically in the 5- to 20-dB range on wavelengths depending on fiber param-
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FIGURE 9 Depiction of mode coupling in (a) Bragg gratings and (b) long-
period gratings. The differential propagation constant ∆β determines the grating
periodicity.
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FIGURE 10 Setup to fabricate long-period gratings using an amplitude mask.
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eters, duration of UV exposure, and mask periodicity. The desired fundamental coupling
wavelength can easily be varied by using inexpensive amplitude masks of different periodici-
ties. The insertion loss, polarization mode dispersion, backreflection, and polarization-
dependent loss of a typical grating are 0.2 dB, 0.01 ps, −80 dB, and 0.02 dB, respectively. The
negligible polarization sensitivity and backreflection of these devices eliminates the need for
expensive polarizers and isolators.

We now look at representative experiments that have been performed and discussed to
examine the displacement sensitivity of long-period gratings written in different fibers.19,20 For
example, gratings have been fabricated in four different types of fibers—standard dispersion-
shifted fiber (DSF), standard 1550-nm fiber, and conventional 980- and 1050-nm single-mode
fibers. For the sake of brevity, these will be referred to as fibers A, B, C, and D, respectively. The
strain sensitivity of gratings written in different fibers was determined by axially straining the
gratings between two longitudinally separated translation stages. The shift in the peak loss
wavelength of the grating in fiber D as a function of the applied strain is depicted in Fig. 12 along
with that for a Bragg grating (about 9 nm/%ε at 1300 nm).7 The strain coefficients of wavelength
shift β for fibers A, B, C, and D are shown in Table 1. Fiber D has a coefficient of 15.2 nm/%ε,
which gives it a strain-induced shift that is 50 percent larger than that for a conventional Bragg
grating. The strain resolution of this fiber for a 0.1-nm detectable wavelength shift is 65.75 µε.
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FIGURE 11 Transmission spectrum of a long-period grating
written in Corning FLEXCOR fiber with period Λ = 198 µm.
The discrete, spiky loss bands correspond to the coupling of the
fundamental guided mode to discrete cladding modes.

TABLE 1 Strain Sensitivity of Long-Period Gratings Written in Four Different Types of Fibers

Type of fiber Strain sensitivity (nm/%ε)

A—standard dispersion-shifted fiber (DSF) −7.27
B—standard 1550-nm communication fiber 4.73
C—conventional 980-nm single-mode fiber 4.29
D—conventional 1060-nm single-mode fiber 15.21

Values correspond to the shift in the highest order resonance wavelength.



The demodulation scheme of a sensor determines the overall simplicity and sensitivity of
the sensing system. Short-period Bragg grating sensors were shown to possess signal process-
ing techniques that are complex and expensive to implement. We now present a simple
demodulation method to extract information from long-period gratings. The wide bandwidth
of the resonance bands enables the wavelength shift due to the external perturbation to be
converted into an intensity variation that can be easily detected.

Figure 13 shows the shift induced by strain in a grating written in fiber C. The increase in
the loss at 1317 nm is about 1.6 dB. A laser diode centered at 1317 nm was used as the optical
source, and the change in transmitted intensity was monitored as a function of applied strain.
The transmitted intensity is plotted in Fig. 14 for three different trials. The repeatability of the
experiment demonstrates the feasibility of using this simple scheme to utilize the high sensi-
tivity of long-period gratings. The transmission of a laser diode centered on the slope of the
grating spectrum on either side of the resonance wavelength can be used as a measure of the
applied perturbation. A simple detector and amplifier combination at the output can be used
to determine the transmission through the detector. On the other hand, a broadband source
can also be used to interrogate the grating. At the output an optical bandpass filter can be
used to transmit only a fixed bandwidth of the signal to the detector. The bandpass filter
should again be centered on either side of the peak loss band of the resonance band. These
schemes are easy to implement, and unlike the case for conventional Bragg gratings, complex
and expensive interferometric demodulation schemes are not necessary.20

Temperature Sensitivity of Long-Period Gratings

Gratings written in different fibers were also tested for their cross-sensitivity to tempera-
ture.20 The temperature coefficients of wavelength shift for different fibers are shown in Table
2. The temperature sensitivity of a fiber Bragg grating is 0.014 nm/°C. Hence the temperature
sensitivity of a long-period grating is typically an order of magnitude higher than that of a
Bragg grating. This large cross-sensitivity to ambient temperature can degrade the strain sens-
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FIGURE 12 Shift in the highest order resonance band with
strain for a long-period grating written in fiber D (circles).
Also depicted is the shift for a conventional Bragg grating
(dashed line).
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FIGURE 13 Strain-induced shift in a long-period grating fabri-
cated in fiber C. The loss at 1317 nm increases by 1.6 dB due to the
applied strain (5036 µε).

FIGURE 14 The change in the grating transmission at
1317 nm as a function of strain for three different trials.
The increase in loss by 1.6 dB at 5036 µε provides evi-
dence of the feasibility of the simple setup used to mea-
sure strain.



ing performance of the system unless the output signal is adequately compensated. Multi-
parameter sensing using long-period gratings has been proposed to obtain precise strain mea-
surements in environments with temperature fluctuations.19

In summary, long-period grating sensors are highly versatile. These sensors can easily be
used in conjunction with simple and inexpensive detection techniques. Experimental results
prove that these methods can be used effectively without sacrificing the enhanced resolution
of the sensors. Long-period grating sensors are insensitive to input polarization and do not
require coherent optical sources. Cross-sensitivity to temperature is a major concern while
using these gratings for strain measurements.

15.6 COMPARISON OF SENSING SCHEMES

Based on these results, interferometric sensors have a high sensitivity and bandwidth but are
limited by nonlinearity in their output signals. Conversely, intrinsic sensors are susceptible to
ambient temperature changes, while grating-based sensors are simpler to multiplex. Each
may be used in specific applications.

15.7 CONCLUSION

We have briefly summarized the performance of four different interferometric and grating-
based sensors as representative of the very wide range of possible optical fiber sensor instru-
mentation and approaches. This analysis was based on the sensor head fabrication and cost,
signal processing, cross-sensitivity to temperature, resolution, and operating range. Relative
merits and demerits of the various sensing schemes were discussed.
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CHAPTER 16

FIBER-OPTIC COMMUNICATION
STANDARDS

Casimer DeCusatis
IBM Corporation
Poughkeepsie, New York

16.1 INTRODUCTION

In the past 10 years several international standards have been adopted for optical communi-
cations. This chapter presents a brief overview of several major industry standards, including
the following:

� ESCON/SBCON (Enterprise System Connection / Serial Byte Connection)
� FDDI (Fiber Distributed Data Interface)
� Fibre Channel Standard
� ATM (Asynchronous Transfer Mode) / SONET (Synchronous Optical Network)
� Gigabit Ethernet

16.2 ESCON

The Enterprise System Connection (ESCON)* architecture was introduced on the IBM 
System/390 family of mainframe computers in 1990 as an alternative high-speed I/O channel
attachment.1,2 The ESCON interface specifications were adopted in 1996 by the ANSI X3T1
committee as the serial byte connection (SBCON) standard.3

The ESCON/SBCON channel is a bidirectional, point-to-point 1300-nm fiber-optic data
link with a maximum data rate of 17 Mbytes/s (200 Mbit/s). ESCON supports a maximum
unrepeated distance of 3 km using 62.5-micron multimode fiber and LED transmitters with
an 8-dB link budget, or a maximum unrepeated distance of 20 km using single-mode fiber and
laser transmitters with a 14-dB link budget. The laser channels are also known as the ESCON

16.1
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extended distance feature (XDF). Physical connection is provided by an ESCON duplex con-
nector, illustrated in Fig. 1. Recently, the single-mode ESCON links have adopted the SC
duplex connector as standardized by Fibre Channel. With the use of repeaters or switches, an
ESCON link can be extended up to 3 to 5 times these distances; however, performance of the
attached devices typically falls off quickly at longer distances due to the longer round-trip
latency of the link, making this approach suitable only for applications that can tolerate a
lower effective throughput, such as remote backup of data for disaster recovery. ESCON
devices and CPUs may communicate directly through a channel-to-channel attachment, but
more commonly attach to a central nonblocking dynamic crosspoint switch. The resulting net-
work topology is similar to a star-wired ring, which provides both efficient bandwidth utiliza-
tion and reduced cabling requirements. The switching function is provided by an ESCON
director, a nonblocking circuit switch. Although ESCON uses 8B/10B encoded data, it is not
a packet-switching network; instead, the data frame header includes a request for connection
that is established by the director for the duration of the data transfer. An ESCON data frame
includes a header, payload of up to 1028 bytes of data, and a trailer. The header consists of a
two-character start-of-frame delimiter, two-byte destination address, two-byte source address,
and one byte of link control information. The trailer is a two-byte cyclic redundancy check
(CRC) for errors, and a three-character end-of-frame delimiter. ESCON uses a DC-balanced
8B/10B coding scheme developed by IBM.

16.3 FDDI

The fiber distributed data interface (FDDI) was among the first open networking standards
to specify optical fiber. It was an outgrowth of the ANSI X3T9.5 committee proposal in 1982
for a high-speed token passing ring as a back-end interface for storage devices. While inter-
est in this application waned, FDDI found new applications as the backbone for local area
networks (LANs). The FDDI standard was approved in 1992 as ISO standards IS 9314/1-2
and DIS 9314-3; it follows the architectural concepts of IEEE standard 802 (although it is
controlled by ANSI, not IEEE, and therefore has a different numbering sequence) and is
among the family of standards (including token ring and ethernet) that are compatible with
a common IEEE 802.2 interface. FDDI is a family of four specifications, namely the physical
layer (PHY), physical media dependent (PMD), media access control (MAC), and station
management (SMT). These four specifications correspond to sublayers of the data link and
physical layer of the OSI reference model; as before, we will concentrate on the physical layer
implementation.

The FDDI network is a 100-Mbit/s token passing ring, with dual counterrotating rings for
fault tolerance. The dual rings are independent fiber-optic cables; the primary ring is used for
data transmission, and the secondary ring is a backup in case a node or link on the primary
ring fails. Bypass switches are also supported to reroute traffic around a damaged area of the
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FIGURE 1 ESCON duplex fiber-optic connector.



network and prevent the ring from fragmenting in case of multiple node failures. The actual
data rate is 125 Mbit/s, but this is reduced to an effective data rate of 100 Mbit/s by using a
4B/5B coding scheme. This high speed allows FDDI to be used as a backbone to encapsulate
lower speed 4, 10, and 16 Mbit/s LAN protocols; existing ethernet, token ring, or other LANs
can be linked to an FDDI network via a bridge or router. Although FDDI data flows in a log-
ical ring, a more typical physical layout is a star configuration with all nodes connected to a
central hub or concentrator rather than to the backbone itself. There are two types of FDDI
nodes, either dual attach (connected to both rings) or single attach; a network supports up to
500 dual-attached nodes, 1000 single-attached nodes, or an equivalent mix of the two types.
FDDI specifies 1300-nm LED transmitters operating over 62.5-micron multimode fiber as the
reference media, although the standard also provides for the attachment of 50, 100, 140, and
85 micron fiber. Using 62.5-micron fiber, a maximum distance of 2 km between nodes is sup-
ported with an 11-dB link budget; since each node acts like a repeater with its own phase-lock
loop to prevent jitter accumulation, the entire FDDI ring can be as large as 100 km. However,
an FDDI link can fail due to either excessive attenuation or dispersion; for example, insertion
of a bypass switch increases the link length and may cause dispersion errors even if the loss
budget is within specifications. For most other applications, this does not occur because the
dispersion penalty is included in the link budget calculations or the receiver sensitivity mea-
surements. The physical interface is provided by a special media interface connector (MIC),
illustrated in Fig. 2. The connector has a set of three color-coded keys which are interchangable
depending on the type of network connection1; this is intended to prevent installation errors
and assist in cable management.

An FDDI data frame is variable in length and contains up to 4500 8-bit bytes, or octets,
including a preamble, start of frame, frame control, destination address, data payload, CRC
error check, and frame status/end of frame. Each node has a MAC sublayer that reviews all
the data frames looking for its own destination address. When it finds a packet destined for its
node, that frame is copied into local memory; a copy bit is turned on in the packet; and it is
then sent on to the next node on the ring. When the packet returns to the station that origi-
nally sent it, the originator assumes that the packet was received if the copy bit is on; the orig-
inator will then delete the packet from the ring. As in the IEEE 802.5 token ring protocol, a
special type of packet called a token circulates in one direction around the ring, and a node
can only transmit data when it holds the token. Each node observes a token retention time
limit, and also keeps track of the elapsed time since it last received the token; nodes may be
given the token in equal turns, or they can be given priority by receiving it more often or hold-
ing it longer after they receive it. This allows devices having different data requirements to be
served appropriately.

Because of the flexibility built into the FDDI standard, many changes to the base standard
have been proposed to allow interoperability with other standards, reduce costs, or extend
FDDI into the MAN or WAN. These include a single-mode PMD layer for channel exten-
sions up to 20 to 50 km. An alternative PMD provides for FDDI transmission over copper
wire, either shielded or unshielded twisted pairs; this is known as copper distributed data inter-
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face, or CDDI. A new PMD is also being developed to adapt FDDI data packets for transfer
over a SONET link by stuffing approximately 30 Mbit/s into each frame to make up for the
data rate mismatch (we will discuss SONET as an ATM physical layer in a later section). An
enhancement called FDDI-II uses time-division multiplexing to divide the bandwidth
between voice and data; it would accommodate isochronous, circuit-switched traffic as well as
existing packet traffic. Recently, an option known as low cost (LC) FDDI has been adopted.
This specification uses the more common SC duplex connector instead of expensive MIC 
connectors, and a lower-cost transceiver with a 9-pin footprint similar to the single-mode
ESCON parts.

16.4 FIBRE CHANNEL STANDARD

Development of the ANSI Fibre Channel (FC) Standard began in 1988 under the X3T9.3
Working Group, as an outgrowth of the Intelligent Physical Protocol Enhanced Physical Proj-
ect. The motivation for this work was to develop a scaleable standard for the attachment of
both networking and I/O devices, using the same drivers, ports, and adapters over a single
channel at the highest speeds currently achievable. The standard applies to both copper and
fiber-optic media, and uses the English spelling fibre to denote both types of physical layers.
In an effort to simplify equipment design, FC provides the means for a large number of exist-
ing upper-level protocols (ULPs), such as IP, SCI, and HIPPI, to operate over a variety of
physical media. Different ULPs are mapped to FC constructs, encapsulated in FC frames, and
transported across a network; this process remains transparent to the attached devices. The
standard consists of five hierarchical layers,4 namely a physical layer, an encode/decode layer
which has adopted the DC-balanced 8B/10B code, a framing protocol layer, a common services
layer (at this time, no functions have been formally defined for this layer), and a protocol-
mapping layer to encapsulate ULPs into FC. The second layer defines the Fibre Channel data
frame; frame size depends upon the implementation and is variable up to 2148 bytes long.
Each frame consists of a 4-byte start-of-frame delimiter, a 24-byte header, a 2112-byte pay-
load containing from 0 to 64 bytes of optional headers and 0 to 2048 bytes of data, a 4-byte
CRC, and a 4-byte end-of-frame delimiter. In October 1994, the Fibre Channel physical and
signaling interface standard FC-PH was approved as ANSI standard X3.230-1994.

Logically, Fibre Channel is a bidirectional point-to-point serial data link. Physically, there
are many different media options (see Table 1) and three basic network topologies. The sim-
plest, default topology, is a point-to-point direct link between two devices, such as a CPU and
a device controller. The second, Fibre Channel Arbitrated Loop (FC-AL), connects between 2
and 126 devices in a loop configuration. Hubs or switches are not required, and there is no ded-
icated loop controller; all nodes on the loop share the bandwidth and arbitrate for temporary
control of the loop at any given time. Each node has equal opportunity to gain control of the
loop and establish a communications path; once the node relinquishes control, a fairness algo-
rithm ensures that the same node cannot win control of the loop again until all other nodes
have had a turn. As networks become larger, they may grow into the third topology, an inter-
connected switchable network or fabric in which all network management functions are taken
over by a switching point, rather than each node. An analogy for a switched fabric is the tele-
phone network; users specify an address (phone number) for a device with which they want to
communicate, and the network provides them with an interconnection path. In theory there is
no limit to the number of nodes in a fabric; practically, there are only about 16 million unique
addresses. Fibre Channel also defines three classes of connection service, which offer options
such as guaranteed delivery of messages in the order they were sent and acknowledgment of
received messages.

As shown in Table 1, FC provides for both single-mode and multimode fiber-optic data
links using longwave (1300-nm) lasers and LEDs as well as short-wave (780 to 850 nm) lasers.
The physical connection is provided by an SC duplex connector defined in the standard (see
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Fig. 3), which is keyed to prevent misplugging of a multimode cable into a single-mode recep-
tacle. This connector design has since been adopted by other standards, including ATM, low-
cost FDDI, and single-mode ESCON. The requirement for international class 1 laser safety is
addressed using open fiber control (OFC) on some types of multimode links with shortwave
lasers. This technique automatically senses when a full duplex link is interrupted, and turns off
the laser transmitters on both ends to preserve laser safety. The lasers then transmit low-duty
cycle optical pulses until the link is reestablished; a handshake sequence then automatically
reactivates the transmitters.
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FIGURE 3 Single-mode SC duplex fiber-optic connector, per ANSI FC
Standard specifications, with one narrow key and one wide key. Multi-
mode SC duplex connectors use two wide keys.

TABLE 1 Fiber Channel Standard Physical Layer

Data rate Maximum Signaling rate
Media type (Mbytes/s) distance (Mbaud) Transmitter

SMF 100 10 km 1062.5 LW laser
50 10 km 1062.5 LW laser
25 10 km 1062.5 LW laser

50-µm multimode fiber 100 500 m 1062.5 SW laser
50 1 km 531.25 SW laser
25 2 km 265.625 SW laser

12.5 10 km 132.8125 LW LED
62.5-µm multimode fiber 100 300 m 1062.5 SW laser

50 600 m 531.25 SW laser
25 1 km 265.625 LW LED

12.5 2 km 132.8125 LW LED
105-Ω type 1 shielded 25 50 m 265.125 ECL
twisted pair electrical

12.5 100 m 132.8125 ECL
75 Ω mini coax 100 10 m 1062.5 ECL

50 20 m 531.25 ECL
25 30 m 265.625 ECL

12.5 40 m 132.8125 ECL
75 Ω video coax 100 25 m 1062.5 ECL

50 50 m 531.25 ECL
25 75 m 265.625 ECL

12.5 100 m 132.8125 ECL
150 Ω twinax 100 30 m 1062.5 ECL
or STP 50 60 m 531.25 ECL

25 100 m 265.625 ECL

Here LW is long wavelength, SW is short wavelength, and ECL is emitter-coupled logic.



16.5 ATM/SONET

Developed by the ATM Forum, this protocol has promised to provide a common transport
media for voice, data, video, and other types of multimedia. ATM is a high-level protocol that
can run over many different physical layers including copper; part of ATM’s promise to merge
voice and data traffic on a single network comes from plans to run ATM over the synchronous
optical network (SONET) transmission hierarchy developed for the telecommunications
industry. SONET is really a family of standards defined by ANSI T1.105-1988 and T1.106-
1988, as well as by several CCITT recommendations.5–8 Several different data rates are defined
as multiples of 51.84 Mbit/s, known as OC-1. The numerical part of the OC-level designation
indicates a multiple of this fundamental data rate, thus 155 Mbit/s is called OC-3. The standard
provides for 7 incremental data rates, OC-3, OC-9, OC-12, OC-18, OC-24, OC-36, and OC-48
(2.48832 Gbit/s). Both single-mode links with laser sources and multimode links with LED
sources are defined for OC-1 through OC-12; only single-mode laser links are defined for OC-
18 and beyond. SONET also contains provisions to carry sub-OC-1 data rates, called virtual
tributaries, which support telecom data rates including DS-1 (1.544 Mbit/s), DS-2 (6.312
Mbit/s), and 3.152 Mbit/s (DS1C). The basic SONET data frame is an array of nine rows with
90 bytes per row, known as a synchronous-transport signal level 1 (STS-1) frame. In an OC-1
system, an STS-1 frame is transmitted once every 125 microseconds (810 bytes per 125 micro-
seconds yields 51.84 Mbit/s). The first three columns provide overhead functions such as 
identification, framing, error checking, and a pointer which identifies the start of the 87-byte
data payload. The payload floats in the STS-1 frame, and may be split across two consecutive
frames. Higher speeds can be obtained either by concatenation of N frames into an STS-Nc
frame (the “c” stands for concatenated) or by byte-interleaved multiplexing of N frames into
an STS-N frame.

ATM technology incorporates elements of both circuit and packet switching. All data is
broken down into a 53-byte cell, which may be viewed as a short fixed-length packet. Five
bytes make up the header, providing a 48-byte payload. The header information contains
routing information (cell addresses) in the form of virtual path and channel identifiers; a field
to identify the payload type; an error check on the header information; and other flow control
information. Cells are generated asynchronously; as the data source provides enough infor-
mation to fill a cell, it is placed in the next available cell slot. There is no fixed relationship
between the cells and a master clock, as in conventional time-division multiplexing schemes;
the flow of cells is driven by the bandwidth needs of the source. ATM provides bandwidth on
demand; for example, in a client-server application the data may come in bursts; several data
sources could share a common link by multiplexing during the idle intervals. Thus, the ATM
adaptation layer allows for both constant and variable bit rate services. The combination of
transmission options is sometimes described as a pleisosynchronous network, meaning that it
combines some features of multiplexing operations without requiring a fully synchronous
implementation. Note that the fixed cell length allows the use of synchronous multiplexing
and switching techniques, while the generation of cells on demand allows flexible use of the
link bandwidth for different types of data, characteristic of packet switching. Higher-level
protocols may be required in an ATM network to ensure that multiplexed cells arrive in the
correct order, or to check the data payload for errors (given the typical high reliability and
low BER of modern fiber-optic technology, it was considered unnecessary overhead to repli-
cate data error checks at each node of an ATM network). If an intermediate node in an ATM
network detects an error in the cell header, cells may be discarded without notification to
either end user. Although cell loss priority may be defined in the ATM header, for some
applications the adoption of unacknowledged transmission may be a concern.

ATM data rates were intended to match SONET rates of 51, 155, and 622 Mbit/s; an
FDDI-compliant data rate of 100 Mbit/s was added, in order to facilitate emulation of differ-
ent types of LAN traffic over ATM. In order to provide a low-cost copper option and com-
patibility with 16-Mbit/s token ring LANs to the desktop, a 25-Mbit/s speed has also been
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approved. For premises wiring applications, ATM specifies the SC duplex connector, color
coded beige for multimode links and blue for single-mode links. At 155 Mbit/s, multimode
ATM links support a maximum distance of 3 km while single-mode links support up to 20 km.

16.6 GIGABIT ETHERNET

Ethernet is a local area network (LAN) communication standard originally developed for
copper interconnections on a common data bus; it is an IEEE standard 802.3.9 The basic prin-
ciple used in Ethernet is carrier sense multiple access with collision detection (CSMA/CD).
Ethernet LANs are typically configured as a bus, often wired radially through a central hub.
A device attached to the LAN that intends to transmit data must first sense whether another
device is transmitting. If another device is already sending, then it must wait until the LAN is
available; thus, the intention is that only one device will be using the LAN to send data at a
given time. When one device is sending, all other attached devices receive the data and check
to see if it is addressed to them; if it is not, then the data is discarded. If two devices attempt
to send data at the same time (for example, both devices may begin transmission at the same
time after determining that the LAN is available; there is a gap between when one device
starts to send and before another potential sender can detect that the LAN is in use), then a
collision occurs. Using CSMA/CD as the media access control protocol, when a collision is
detected attached devices will detect the collision and must wait for different lengths of time
before attempting retransmission. Since it is not always certain that data will reach its desti-
nation without errors or that the sending device will know about lost data, each station on the
LAN must operate an end-to-end protocol for error recovery and data integrity. Data frames
begin with an 8-byte preamble used for determining start-of-frame and synchronization, and
a header consisting of a 6-byte destination address, 6-byte source address, and 2-byte length
field. User data may vary from 46 to 1500 bytes, with data shorter than the minimum length
padded to fit the frame; the user data is followed by a 2-byte CRC error check. Thus, an Eth-
ernet frame may range from 70 bytes to 1524 bytes.

The original Ethernet standard, known also as 10Base-T (10 Mbit/s over unshielded
twisted pair copper wires) was primarily a copper standard, although a specification using
850-nm LEDs was also available. Subsequent standardization efforts increased this data rate
to 100 Mbit/s over the same copper media (100Base-T), while once again offering an alterna-
tive fiber specification (100Base-FX). Recently, the standard has continued to evolve with the
development of Gigabit Ethernet (1000Base-FX), which will operate over fiber as the pri-
mary medium; this has the potential to be the first networking standard for which the imple-
mentation cost on fiber is lower than on copper media. Under development as IEEE 802.3z,
the gigabit Ethernet standard was approved in late 1998. Gigabit Ethernet will include some
changes to the MAC layer in addition to a completely new physical layer operating at 1.25
Gbit/s. Switches rather than hubs are expected to predominate, since at higher data rates
throughput per end user and total network cost are both optimized by using switched rather
than shared media. The minimum frame size has increased to 512 bytes; frames shorter than
this are padded with idle characters (carrier extension). The maximum frame size remains
unchanged, although devices may now transmit multiple frames in bursts rather than single
frames for improved efficiency. The physical layer will use standard 8B/10B data encoding.
The standard does not specify a physical connector type for fiber; at this writing there are sev-
eral proposals, including the SC duplex and various small-form-factor connectors about the
size of a standard RJ-45 jack. Transceivers may be packaged as gigabit interface converters, or
GBICs, which allows different optical or copper transceivers to be plugged onto the same host
card. There is presently a concern with proposals to operate long-wave (1300 nm) laser
sources over both single-mode and multimode fiber. When a transmitter is optimized for a
single-mode launch condition, it will underfill the multimode fiber; this causes some modes to
be excited and propagate at different speeds than others, and the resulting differential mode
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delay significantly degrades link performance. One proposed solution involves the use of spe-
cial optical cables known as optical mode conditioners with offset ferrules to simulate an
equilibrium mode launch condition into multimode fiber.
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Absorption:
and fiber attenuation, 1.8, 1.42, 2.2
and quantum well lasers, 4.29, 4.30f

Achromaticity, in coupling, 8.3–8.4, 8.4f
AC loss, 6.7
Acousto-optic interaction, 12.31
Acousto-optic tunable filter (AOTF), 13.23
Add-drop multiplexer (ADM), 13.12, 13.13f,

13.15, 13.25, 13.25f
Aliasing, and walkoff, 3.7
All-Optical Network (AON) Consortium, 13.16
All-optical switching, 12.36–12.38, 12.38f
Amplified spontaneous emission (ASE), 2.12, 

3.11
with rare-earth doped amplifiers, 5.2–5.3,

5.5–5.6
Amplifiers:

in digital systems, 2.9
fiber Raman, 3.5, 5.2
laser, 2.12
limiting, 12.40
noise generated by, 7.6
in point-to-point communications links,

1.25–1.26, 1.26f–1.27f
variable-gain, 12.40

Amplitude-shift-keyed transmission (ASK),
1.34–1.35, 1.35t, 1.36

Analog communications systems:
communication rate in, 2.7
optical fiber for, 2.14–2.15
signal-dependent noise in, 2.9
signal-to-noise ratio in, 6.2

Analog fiber-optic links, distortions in, 6.5–6.7
Analog signal:

noise on, 12.10
reconstructed, 12.5–12.6, 12.7f
sampling of, 12.4–12.6, 12.6f, 12.9f
transmission of, 12.6, 12.7f

Analog-to-digital (A-to-D) conversion, 12.11

Analog-to-digital converter (ADC), 12.4
Anisotropy, 9.3
Anomalous dispersion, 1.9
APD excess noise, 2.7
Aperiodic gratings, 9.7
Apodization, 9.7, 9.8f
ASK envelope detection, 1.36, 1.36f
Astigmatism, in gain-guided laser output, 4.14
Asynchronous transfer mode (ATM), 16.6–16.7

and LED response time, 4.44
ATM Forum, 16.6
AT&T digital hierarchy, 12.21, 12.22f
Attenuation:

in infrared fiber, 14.2, 14.2f
limiting, 1.42, 6.2
measurement of, 1.12–1.14, 1.14f
and multimode fiber, 1.7
in typical fiber, 1.8, 1.8f, 2.2–2.3, 2.3f, 13.2,

13.2f
and wavelength, 6.7–6.8

Attenuators:
design of, 10.8, 10.9f
in fiber-optic network, 10.2
tapered fiber, 8.1, 8.5, 8.5f

Automatic fault detection, in SONET, 13.13
Automatic gain control (AGC), 12.40
Avalanche photodetector (APD), 1.27–1.28, 1.28f,

2.1, 2.7, 2.9, 4.2, 4.66, 4.76–4.77
dark current for, 4.77
gain in, 4.76
noise in, 4.77
in OTDM system, 12.39
separate absorber and multiplication, 4.76–4.77
speed of, 4.77

Back-conversion, in stimulated Raman scattering,
3.5

Bandpass filters, 12.13–12.14, 12.14f, 12.15
Band splitter, tapered fiber, 8.6, 8.6f
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Bandwidth, 12.1
in ATM, 16.6
for digital transmission, 12.10
and dispersion, 2.3
for erbium-doped fiber amplifier, 13.21, 

13.22f
of fiber Bragg grating, 9.4–9.5, 15.8
measurement of, for optical fiber, 1.14
in multiplexing, 12.4, 12.16
and nonlinear transmission, 3.1
of optical amplifier, 11.2, 11.4
for optical fiber, 1.14, 2.3, 13.2
in packet switching, 13.17
for point-to-point system, 1.24
as throughput limitation, 2.13–2.14

Barrier, reservoir, and quantum well electron
transfer (BRAQWET), 4.2, 4.63, 4.65

Beam splitters (BS):
cube as, 10.5, 10.6f, 10.9, 10.9f
plate as, 10.6, 10.7f, 10.9

Bias, in electroabsorption modulators, 4.62
Binary digits:

optical representation of, 12.12, 12.12f
signal as, 12.11
transmission of, 12.12–12.14

Bi-phase coding, 12.12, 12.12f
power spectrum for, 12.13f, 12.14

Birefringence, in optical fiber, 1.12
Bit error rate (BER), 1.24

and clocking, 6.16
for datacom systems, 6.1
for digital transmission, 6.2
and mode partition noise, 6.12
and radiation-induced loss, 6.18
and received optical power, 6.2–6.3, 6.3f, 6.4,

6.4f
with VGA versus limiting amplifier, 12.40

Bit interleaving, 12.20f
Bit rate:

distance limits on, 2.10
increasing, 2.11, 2.16
in optical TDMA, 12.18
per user, in passive optical network, 2.13
for SONET channel, 12.22

Bits, 12.4
Bit-timing synchronization, 12.20
Blazed gratings, 9.7
Bragg mirror, reflectivity of:

in DBR lasers, 4.34–4.35
in VCSELs, 4.46–4.47, 4.50

Bragg wavelength, 9.1, 9.3, 15.6, 15.8
Brillouin amplifiers, 11.3–11.4
Broadband WDM, and dispersion flattening, 

1.16

Buffer:
in SONET transmission, 12.23
in time-division multiple access, 12.16, 12.18

Buried heterostructure (BH) lasers, 4.6, 4.14
Bus configuration, for Ethernet LANs, 16.7
Byte interleaving, 12.20f, 12.23, 16.5

Cable television (CATV):
fiber analog transmission for, 2.14–2.15
modulation for, 4.2, 4.50

Call setup, in time-division multiple access, 12.18
Carrier sense multiple access with collision detec-

tion (CSMA/CD), 16.7
Carrier-to-noise ratio (CNR), in digital vs. analog

systems, 2.15f, 12.14
Center of symmetry, in optical fiber, 1.4, 1.41
CEPT digital hierarchy, 12.22f
CEPT1 30-channel system, 12.21
Chalcogenide fiber, 1.45–1.46, 14.2t–14.3t, 14.7,

14.7f, 14.8
Channel add/drop, 13.14
Channel capacity, of fiber communications sys-

tems, 5.1
Channel power, in WDM networks, equalization

of, 13.21–13.23, 13.23f, 13.24, 13.24f
Channel spacing, unequal, 3.10
Chemical vapor deposition (CVD), 1.42–1.43, 1.45
Chromatic dispersion, 6.9–6.11

in optical fiber, 13.4–13.5, 13.5f, 13.6, 13.6f
Cladding, of optical fiber, 1.4–1.5, 1.9

fabrication of, 1.42, 1.45–1.46
and radiative loss, 2.2

Cladding mode coupling device, 8.1
Cladding modes, 1.3, 1.3f
Cliff effect, 6.5
Clock:

and bit error rate, 6.4
and jitter, 6.15–6.16

Clock recovery:
optical, 12.34–12.35, 12.35f, 12.36, 12.38–12.39
for return-to-zero data stream, 12.13, 12.14f

Clock signal:
in demultiplexing, 12.9, 12.12
and line filtering, 12.15

Code mark inversion (CMI), 12.12, 12.12f
Coherence, in optical fiber, 1.12
Coherence collapse, 4.25–4.28
Coherent crosstalk, in WDM network,

13.25–13.25f, 13.26, 13.26f
Coherent demodulation, 1.36–1.37
Coherent optical communications, 1.32–1.33,

1.33f, 1.34–1.36
repeater spacing in, 2.11
stimulated Brillouin scattering in, 1.38
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Coherent receivers, 2.11
Connector loss, 6.8, 6.8t, 6.17

measurement of, 1.13–1.14
Connectors, reflection from, 1.23, 6.14
Contrast ratio, in modulators, 4.58–4.60
Core, of optical fiber, 1.4–1.6

fabrication of, 1.42, 1.45–1.46
Couplers, fiber-optic, 8.1–8.3

directional, 10.2–10.3, 10.3f
fabrication technologies for, 8.1
polarization-maintaining, 8.6–8.7, 8.7f
propagation through, 8.3
tapered, 8.1–8.2, 8.2f, 8.3–8.4
in wavelength-division multiplexing, 8.1, 8.4

Coupling:
achromaticity in, 8.3–8.4, 8.4f
detector-fiber, 4.71
and EDFAs, 2.12
with fiber pigtail, 4.9, 4.14, 4.50
laser-fiber, 1.5, 2.6, 4.26, 4.45
laser-modulator, 4.50, 4.57, 4.60–4.61
LED-fiber, 2.5, 4.40–4.41, 4.41f, 4.42
in passive optical networks, 2.13
in stimulated Raman scattering, 3.4–3.5, 3.7
technology of, 8.1

Coupling coefficient, in distributed Bragg reflec-
tor lasers, 4.34

Coupling loss, 10.1–10.2
with optical amplifier, 11.3–11.4

Cross-gain modulation (XGM), 11.10, 11.10f, 11.11
Cross-phase modulation (XPM), 3.2–3.3, 3.11,

13.7, 13.7f
and disperson-managed soliton transmission,

7.14, 7.14f, 7.15
for wavelength conversion, 11.10, 11.10f

Crosstalk:
in cross-phase modulation, 3.3–3.4
from nonlinear transmissions, 3.1
with optical amplifier, 11.3
and stimulated Raman scattering, 3.7
in tapered fiber switch/attenuator, 8.5
in wavelength-division multiplexing, 1.32, 11.2
in WDM networks, 13.24, 13.24f, 13.25, 13.25f,

13.26, 13.26f
Crystalline fiber, 14.1, 14.2t–14.3t, 14.8–14.10

Dark current:
of germanium, 4.69
in photodetectors, 4.3–4.75, 4.72t, 4.77
in point-to-point communications links, 1.25–1.26

Datacom devices, 4.1
Datacom systems, 6.1–6.2

bit error rate in, 6.1
timing delays in, 12.16

Data rate:
for ATM, 16.6
for FDDI, 16.3
with optical amplifier, 5.1
for SONET, 16.6

DC loss, 6.7
Decommutator, 12.1, 12.8, 12.8f
Default topology, for Fibre Channel, 16.4
Delta-beta reversal modulator, 4.57
Demodulation:

coherent, 1.36–1.37
incoherent, 1.36, 1.36f

Demultiplexers, 10.4, 10.4f, 10.5, 10.10,
10.10f–10.11f

prism as, 10.5, 10.6f
time, 12.8f

Demultiplexing, 1.29, 2.11, 12.1, 12.4, 12.8
all-optical switch for, 12.36–12.38
synchronization of, 12.9

Dense wavelength-division multiplexing
(DWDM), 2.16, 5.1, 8.6

Detectors:
in coherent optical communications, 1.32–1.34
in optical fiber system, 2.1, 2.7, 4.1–4.2, 4.66
in point-to-point communications links, 1.22,

1.25–1.26, 1.26f, 1.27, 1.27f
in wave-division multiplexing, 1.32

Detuning parameter, in distributed Bragg reflec-
tor lasers, 4.34

Dielectric optical waveguides, 1.4, 1.6, 2.2
Difference-frequency generation (DFG), 

11.10
Differential phase-shift keying (DPSK), 1.36
Differential quantum efficiency, in lasers, 

4.11
Diffraction:

of laser-emitted light, 4.4f, 4.13–4.14
Digital communications systems:

bit rate/distance limitations in, 2.10–2.11
communication rate in, 2.7
signal-dependent noise in, 2.9
as standard, 12.4

Directional coupler, 4.57, 10.2–10.3, 10.3f, 10.9,
10.9f

Directionality, 10.2
Direct modulation, 12.30, 12.31f
Dispersion, 2.3–2.5

in coherent detection system, 1.37
evaluation of, 1.14
and fiber amplifiers, 5.1
measurement of, 1.14–1.16
and mode partition noise, 2.9–2.10
in optical link power budget, 6.9–6.11
polarization, 1.12
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Dispersion (Cont.):
and soliton transmission, 7.1–7.2, 7.4, 7.4f,

7.12–7.14, 7.17
and system performance, 1.23
types of, 1.7–1.10

Dispersion-compensating fiber (DCF), 6.10, 13.9,
13.9f

Dispersion compensation, 2.12, 13.8–13.9, 13.9f,
13.10–13.11, 13.11f

tunable, 13.11–13.12, 13.12f
Dispersion-flattened fiber, 6.10, 7.12
Dispersion length, 7.2
Dispersion-managed (DM) soliton transmission,

7.12–7.13, 7.13f, 7.14–7.15
wavelength-division multiplexed, 7.15–7.17

Dispersion-optimized fiber, 6.10
Dispersion shifting, 1.16, 1.17f, 2.1, 2.4, 2.10, 6.10,

13.3, 13.6, 13.8, 13.10, 13.10f
Dispersion-tapered fiber, 7.11–7.12
Distributed Bragg reflector (DBR) lasers, 4.1, 4.8,

4.15, 4.34–4.35, 4.35f, 4.36, 12.27
Distributed feedback (DFB), 4.36
Distributed feedback (DFB) lasers, 4.1, 4.8, 4.15,

4.25f, 4.36, 4.36f, 4.37–4.39, 12.27–12.28,
12.28f

with electroabsorption modulator, 4.49f, 4.57
to limit coherent crosstalk in WDM network,

13.26
Dopant:

chemistry of, 1.44–1.45
for optical fibers, 1.42, 6.18
in pin photodiodes, 4.68
rare-earth, 5.1

Double heterostructure (DH) lasers, 4.1
design issues for, 4.3–4.9
temperature sensitivity in, 4.13

Drain current, and shot noise, 1.27, 1.28f
Duplexer, 10.5, 10.5f, 10.10

prism as, 10.5
Dynamic range:

for amplifiers, 5.3
for analog link, 6.7

Edge-defined film-fed growth (EFG), 14.9–14.10,
14.10f

Edge-emitting lasers, 4.1
connection of, 4.9
geometry of, 4.3, 4.4f
optical confinement for, 4.4–4.5, 4.5f, 4.6–4.7
packaging of, 4.8, 4.8f
as telecommunications source, 4.3

Edge-emitting LEDs (E-LEDs), 4.1, 4.39–4.40,
4.42

Effective group refractive index, for lasers, 4.15

Electroabsorption, 4.57, 4.60
in quantum wells, 4.57, 4.63

Electroabsorption (EA) modulator, 4.57–4.63,
12.31, 12.33–12.34, 12.34f

with DFB laser, 4.57, 4.59f
integration of, 4.60–4.61
intensity modulation by, 4.58–4.60
performance of, 4.61–4.63
waveguide in, 4.57–4.58

Electroluminescence (EL), 4.39
Electron-hole pairs:

in electroabsorption, 4.62
in pin photodiodes, 4.67–4.69

Electronic time-division multiplexing (ETDM),
13.3, 13.4f

Electro-optic effect, 4.52–4.54
in lithium niobate, 4.50–4.52, 4.55
in semiconductors, 4.64

Electro-optic modulator (EOM), 12.31–12.32,
12.32f, 12.33, 12.33f

Electrorefraction, 4.2
in semiconductors, 4.64–4.65

Encoding, of signal, 12.11
Enterprise System Connection (ESCON) 

standard, 16.1–16.2
Equilibrium mode distribution, 1.13, 1.13f
Equipartition energy, 7.6
Erbium-doped fiber amplifiers (EDFAs), 2.12,

5.1, 11.4, 13.2
energy levels in, 5.3–5.4, 5.4f, 5.5
fluoride-based, 13.19
gain flattening in, 5.6, 13.19
gain formation in, 5.5
gain transients of, 13.20, 13.20f
in long distance transmissions, 13.3
noise in, 5.5–5.6
nonuniform gain of, 13.18, 13.18f–13.19f
in OTDM system, 12.39
and phase noise, 3.11
pump wavelength for, 5.5
Q factor for, 13.20, 13.21f
in reconfigurable network, 13.15
ultrawideband, 13.21, 13.22f
in WDM networks, 13.1, 13.17–13.21

Erbium/ytterbium doped fiber amplifier
(EYDFA), 5.7

ESCON duplex fiber-optic connector, 16.2, 
16.2f

ESCON extended distance feature (XDF), 16.2
Etching:

for coupler fabrication, 8.1
Ethernet, 16.7
Evanescent wave spectroscopy (EWS), 14.14
Excess noise factor, 1.27, 1.28f, 2.9
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Exciton resonance, 4.57, 4.64–4.65
External lithium niobate modulators, 4.2
External modulation, 12.30–12.31, 12.31f
External slope efficiency, in lasers, 4.11–4.12
Extrinsic Fabry-Perot interferometric (EFPI) sen-

sors, 15.2–15.4
configuration of, 15.2f
transfer function curve for, 15.3f

Eye degradation, of receivers, 2.9–2.10
Eye margin, with VGA versus limiting amplifier,

12.40
Eyewidth, 6.4, 6.16

Fabry-Perot elation filters, 7.8
Fabry-Perot (FP) amplifiers, 11.4
Fabry-Perot laser, 2.9, 4.14

as optical system transmitter, 2.9, 4.14, 12.26,
12.26f, 12.27

Faraday rotator, 10.7, 10.7f, 10.9
Fatigue, of fiber, 1.22
FDDI duplex fiber-optic connector, 16.3, 16.3f
FDDI-II, 16.4
Feedback:

distributed, 4.36
regimes of, 4.25–4.26, 4.26f, 4.27–4.28, 4.29f

Feedback parameter, 4.26, 4.28
Fiber Bragg grating (FBG), 1.41, 9.1–9.2

applications for, 9.8–9.9
bandwidth of, 9.4–9.5, 15.8
chirped, for dispersion compensation,

13.10–13.11, 13.11f, 13.12, 13.12f
fabrication of, 9.5, 9.5f, 9.6, 9.6f, 9.7–9.8
mode coupling in, 15.6, 15.6f
reflectivity of, 9.3–9.4, 9.4f
spectral response of, 9.7–9.8f

Fiber Bragg grating sensors, 15.5–15.9
fabrication of, 15.6–15.7, 15.7f
limitations of, 15.8–15.9
operation of, 15.5–15.6

Fiber distributed data interface (FDDI), 4.44,
16.2–16.4

Fiber-fiber coupling, 1.5
Fiber-optic amplifiers, 11.3–11.4
Fiber-optic component, 10.1–10.2, 10.2f
Fiber pigtail:

for edge-emitting lasers, 4.9, 4.14
with LEDs, 4.41
and noise in lasers, 4.25

Fiber Raman amplifier, 3.5, 5.2
Fiber ring laser, 5.1
Fiber strain, assessment of, 1.16–1.18, 1.18f, 1.19,

1.19f
Fiber transmission line, subcomponent insertion

into, 10.8, 10.8f

Fibre Channel Arbitrated Loop (FC-AL), 16.4
Fibre Channel (FC), 16.2, 16.4–16.5

physical layer, 16.5t
Filters:

acousto-optic tunable, 13.23
dielectric layered, 10.6
Fabry-Perot elation, 7.8
Mach-Zehnder, 8.6, 8.6f
tapered fiber, 8.1

Finite linewidth (phase noise), of lasers, 2.6
Flame brushing, 9.2
Floating payload, in SONET, 12.22–12.24, 16.5
Fluoride fibers, 1.46
Four-photon mixing (FPM), 11.10
Four-wave mixing (FWM), 1.40, 1.40f, 1.41,

3.1–3.2, 3.9–3.12, 13.8, 13.8f
frequency diagrams for, 3.9f, 3.11f
in soliton systems, 7.11, 7.15

Frame:
CEPT1, 12.21
for Ethernet, 16.7
in FDDI, 16.3
for Fibre Channel, 16.4
for gigabit Ethernet, 16.7
in SDH, 12.22
in SONET, 12.22, 16.6
in synchronization, 12.9
in time-division multiple access, 12.17, 12.17f,

12.18
in time-division multiplexing, 12.18–12.19,

12.20f, 12.21
T1, 12.21

Franz-Keldysh effect, 4.57, 4.62
Frequency acquisition, 12.15
Frequency chirp, 12.1, 12.30

avoiding, 4.50
in communications system design, 1.25
and edge-emitting lasers, 4.1
in electroabsorption modulators, 4.62
and four-way mixing, 3.12
of lasers, 2.6, 4.20–4.21, 4.21f, 4.22
and LEDs, 4.45
modulation-induced, 1.23, 1.24f
from self-phase modulation, 3.3
in semiconductor amplifier, 11.6
and solitons, 7.2

Frequency-division multiplexing (FDM), 12.9
channel capacity in, 1.40
in multichannel video transmission, 2.14–2.15

Frequency-domain analysis, 1.16
Frequency doubling, 1.41
Frequency guiding filters:

sliding, 7.8–7.9
in soliton transmission, 7.2, 7.7–7.8
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Frequency justification, 12.19, 12.21, 12.23–12.24
Frequency modes, 4.14–4.15
Frequency shifter, 4.54
Frequency shift keying (FSK), 1.35, 1.35t, 1.36
Frequency tracking, 12.15
Fresnel reflection:

in Bragg gratings, 9.3
in double heterostructure lasers, 4.7
and modulator insertion loss, 4.56

Gain:
for avalanche photodiode, 4.76
Brillouin, in fibers, 1.38
for Brillouin amplifiers, 11.4
for erbium-doped fiber amplifier, 5.5–5.6, 13.18,

13.18f–13.19f
for erbium/ytterbium doped fiber amplifier, 

5.7
modal, 4.9
for optical amplifiers, 11.2
for praseodymium-doped fiber amplifier,

5.6–5.7
for quantum wells, 4.4, 4.29–4.30
Raman, in fibers, 1.38, 3.5, 3.6f, 3.7
for semiconductor amplifiers, 11.4–11.5, 11.5f
for semiconductor lasers, 4.9
stimulated emission, 4.4

Gain efficiency, of rare-earth doped amplifier, 
5.5

Gain flattening:
in EDFAs, 5.6, 13.19
Mach-Zehnder devices for, 8.6

Gain-guided lasers, 4.6, 4.14
Gain saturation, 4.18, 4.20, 4.23

in optical amplifiers, 11.3, 11.5
in rare-earth doped amplifiers, 5.2–5.3

Gaussian assumption, and noise effects, 1.28, 2.9n
Germanate fiber, 14.2t, 14.6, 14.6f
Gigabit Ethernet, 16.7–16.8
Gigabit interface converter (GBIC), 16.7
Gigabit networks, 12.13
Gordon-Haus effect, 1.27, 7.7–7.8, 7.11, 7.13
Graded index (GRIN) lens, 4.9, 4.14, 4.29, 10.8,

10.8f, 10.9
Graded index separate confinement heterostruc-

ture (GRINSCH) laser, 4.5, 4.5f, 4.6,
4.30–4.31, 4.31f

for VCSELs, 4.47
Gradient-index fibers, 1.5, 1.5f, 1.9

dispersion in, 2.3–2.4
index profile for, 1.17f

Grating:
Bragg index, 12.27
chirped (aperiodic), 9.7, 13.10–13.12

Grating (Cont.):
long-period, 13.19, 13.19f, 15.9–15.14
in multiplexer/demultiplexer, 10.6, 10.7f
short-period, 15.6
tilted (blazed), 9.7

Grating combiners, in WDM, 1.30, 1.31f
Group dispersion:

and cross-phase modulation, 3.4
and four-way mixing, 3.12
and self-phase modulation, 3.3

Handshaking, in optical network switching, 13.16
Harmonic distortions:

in analog fiber-optic links, 6.5
Heavy metal fluoride glass (HMFG), 14.1,

14.4–14.6
attenuation in, 14.5, 14.5f
fabrication of, 14.4–14.5
properties of, 14.4t
reliability of, 14.6

Heterodyne detection, 1.33, 1.33f, 1.34, 1.35t, 1.37,
2.11

Heterostructure:
for fiber-optics, 4.2–4.3
polarization in, 4.15
in semiconductor production, 4.2

High-resolution optical filters, 2.11
Hill gratings, 9.5
Hold over time, 12.15
Hollow waveguide, 14.1, 14.2t–14.3t, 14.11–14.13

applications for, 14.11
glass (HGW), 14.11–14.12, 14.12f, 14.13, 

14.13f
metal/plastic, 14.11

Homodyne detection, 1.33, 1.33f, 1.34, 1.35t,
1.36–1.37, 2.11

Homogeneous broadening, 12.1
Hydrogen loading, 9.2

Impact ionization coefficient, in avalanche 
process, 4.76

Index of refraction:
for infrared fiber, 14.2–14.3
for lasers, 4.6, 4.15, 4.20
in nonlinear fiber optics, 1.38, 3.2–3.3
for optical fiber, 1.4–1.5, 1.42–1.43, 2.2, 13.6
and photosensitivity, 9.2–9.3
and semiconductor modulators, 4.2

Indirect modulation, 12.30
Infrared fiber fabrication, 1.45–1.46
Infrared (IR) fibers, 14.1–14.4

applications for, 14.3, 14.3t, 14.4, 14.11,
14.13–14.14

categories of, 14.1, 14.2t
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Infrared (IR) fibers (Cont.):
crystalline, 14.8–14.10
glass, 14.4–14.8
hollow waveguides, 14.11–14.14
loss spectra for, 14.2, 14.2f
properties of, 14.2–14.3, 14.3t

Input saturation power, for rare-earth doped
amplifier, 5.3

Insertion loss:
definition of, 10.2
in modulators, 4.56, 4.58–4.60
with splitter, 10.2
in wavelength-division multiplexing, 

1.30–1.31
Installation loss, for optical link power budget,

6.7–6.9
Intelligent Physical Protocol Enhanced Physical

Project, 16.4
Intensity modulation:

with direct detection, 1.32
by electroabsorption, 4.58–4.60
semiconductors for, 4.2

Interconnected switchable network (fabric), for
Fibre Channel, 16.4

Interferometers:
Mach-Zehnder, 1.15, 4.64, 9.8, 12.32, 12.32f,

12.36
in all-optical switching, 12.36–12.38, 

12.38f
as modulator, 4.66

Michelson, 9.8, 9.8f
unbalanced nonlinear (UNI), 12.38

Interferometric measurement, 1.15, 1.15f
Interferometric modulators, 4.51, 4.51f,

4.54–4.56
Interleaving, 12.4, 12.6, 12.8, 12.9f, 12.19, 

12.20f, 12.23
Intermediate frequency, 1.33–1.34
Intermodal dispersion, 1.8–1.9, 2.3–2.5
Intermodulation distortion (IMD), 2.15, 6.5, 

6.6, 6.6f, 6.7
Internal writing technique, for fiber grating 

fabrication, 9.5
Intersymbol interference, 1.23, 6.9, 6.12, 13.5
Intramodal dispersion, 2.3–2.5, 2.5f
Intrinsic Fabry-Perot interferometric (IFPI) 

sensors, 15.4, 15.4f, 15.5
Intrinsic jitter, 6.17
Isolation, 10.2
Isolator, 10.3, 10.9, 10.10f

Jitter:
accumulation in repeaters, 6.17
intrinsic, 6.17

Jitter (Cont.):
maximum tolerable input (MTIJ), 6.17
in optical link power budget, 6.15–6.17
in soliton transmission systems, 7.6–7.8, 7.11,

7.13–7.17
Jitter transfer function (JTF), 6.17
Johnson noise, 1.25–1.26, 1.26f

in photodetectors, 4.74–4.75

Kerr effect, 7.2, 12.1, 12.32
in all-optical switching, 12.36–12.37

Kramers-Kronig (K-K) relations, to calculate
electrorefraction, 4.64

Laser amplifiers, 2.12
Laser diodes (LD), 4.3, 12.26
Laser-fiber coupling, 1.5
Laser-heated pedestal growth (LHPG),

14.9–14.10, 14.10f
Lasers:

couple-cleaved cavity (C3), 12.27
for datacom applications, 4.2
diffraction of emissions from, 4.13–4.14
distributed Bragg reflector (DBR), 4.1, 4.8,

4.15, 4.34–4.35, 4.35f, 4.36, 12.27
distributed feedback (DFB), 4.1, 4.8, 4.15, 

4.25f, 4.36, 4.36f, 4.37–4.39, 12.27–12.28,
12.28f

double heterostructure (DH), 4.1, 4.3–4.9
Fabry-Perot, 2.9, 4.14, 12.26, 12.26f, 12.27
fiber ring, 5.1
frequency chirp in, 2.6, 4.20–4.21, 4.21f,

4.22
gain saturation in, 4.18, 4.20, 4.23
L-I curve for, 4.10–4.12, 4.12f
modulation response in, 4.19, 4.19f, 4.20
multilongitudinal mode Fabry-Perot, 2.6
multimode, 4.12, 4.15, 4.23
noise in, 4.22–4.28
as optical fiber system transmitter, 2.1, 2.5–2.6,

12.24–12.27
in point-to-point communications links,

1.22–1.23
quantum well, 4.1, 4.3–4.4, 4.28–4.31
relaxation oscillations in, 4.16–4.17, 4.17f,

4.18–4.19
resonance frequency of, 2.6
single-longitudinal-mode, 2.6, 12.27
single-mode, 4.12, 4.14, 12.27
spectral characteristics of emissions from,

4.14–4.15
strained layer, 4.1, 4.31–4.34
temperature dependence of, 4.12–4.13
threshold for, 4.9–4.10
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Lasers (Cont.):
tunable, 2.6, 2.11
turn-on delay for, 4.16, 4.17f, 4.18
vertical cavity, surface-emitting, 2.6n, 4.2,

4.45–4.50
Laser threshold, 4.9–4.10
Latency, 12.16
Lattice filters, tapered fiber fabrication of, 8.6
Lattice matching, 4.2
Leaky rays, 1.6, 1.6f
Lenses:

to focus laser emission, 4.14
graded index (GRIN), 4.9, 4.14, 4.29, 10.8, 

10.8f, 10.9
L-I curve:

for lasers, 4.11–4.12, 4.12f
for VCSELs, 4.49

Light-emitting diodes (LEDs), 4.39–4.41
circuitry in, 4.45
in datacom systems, 4.1, 4.40
edge-emitting, 4.1, 4.39–4.40, 4.42
to limit coherent crosstalk in WDM network,

13.26
and multimode fiber, 1.7
operating characteristics of, 4.43–4.45
as optical fiber system transmitter, 2.1, 2.5–2.6,

4.39, 12.25
output optical power of, 4.43, 4.43f
response times of, 4.44
structure of, 4.39, 4.40f
surface-emitting, 4.39–4.40, 4.40f, 4.41–4.42

Light holes (LHs), and strained quantum wells,
4.32, 4.32f, 4.33

Limiting amplifier, 12.40
Line filtering, 12.13, 12.14f, 12.15–12.16
Linewidth:

Brillouin, 3.8–3.9
broadening of, 12.30
of laser, 4.24–4.25, 4.25f

Linewidth enhancement factor, 4.20–4.22,
4.25–4.28

Lithium niobate (LiNbO3):
electro-optic effect in, 4.50–4.52, 4.55
optical damage and, 4.56–4.57
phase modulator for, 4.53, 4.53f, 4.54
photorefractivity of, 4.56–4.57

Lithium niobate (LiNbO3) modulators, 
4.50–4.57

external, 4.2
high-speed operation of, 4.55–4.56
insertion loss in, 4.56
photorefractivity in, 4.56–4.57
polarization in, 4.55–4.56
propagation loss in, 4.56

Load resistor, for photodetector, 4.72
Local area network (LAN), 2.13

amplification in, 11.2
Ethernet standard for, 16.7
FDDI as backbone in, 16.2
optical fiber applications for, 1.22
splitter used in, 10.2

Local gain, for lasers, 4.9
Local subscriber loop, optical fiber applications

for, 1.24
Locking range, 12.15
Long distance telecommunications:

and chromatic dispersion, 13.6
erbium-doped fiber amplifiers in, 13.3
evolution of, 2.16
optical amplifiers in, 2.12
and rare-earth doped fibers, 1.45
and single-mode fiber, 1.7, 1.8
solitons in, 2.12, 7.5

Longitudinal propagation velocity, of optical
fiber, 1.8

Long-period grating (LPG), for EDFA gain
equalization, 13.19, 13.19f

Long-period grating (LPG) sensor, 15.9–15.14
fabrication of, 15.10, 15.10f
operation of, 15.9–15.10, 15.10f
strain sensitivity of, 15.11, 15.11t, 15.12,

15.12f–15.13f
temperature sensitivity of, 15.12–15.14, 15.14t
transmission spectrum of, 15.10, 15.11f

Loss discrimination, in optical fiber, 1.12
Loss minimum, and zero dispersion, 1.16
Low-frequency fluctuations (LFFs), 4.28
Luminescence, 4.39

Mach-Zehnder devices, tapered fiber technology
for, 8.6, 8.6f

Mach-Zehnder filter, for EDFA gain equaliza-
tion, 13.19

Manchester coding, 12.12, 12.12f
Material dispersion, 1.9, 1.16, 2.4
Media interface connector (MIC), for FDDI, 16.3,

16.3f
Meridional rays, 1.6, 1.6f
Mesh network topology, 13.14, 13.14f
Metal-semiconductor-metal (MSM) detectors, 4.2,

4.66, 4.77–4.78
Metropolitan area network (MAN), 2.13
Michelson interferometer, 9.8, 9.8f–9.9f
Micro-optic technologies:

for coupling functions, 8.1
for networking, 10.1–10.11

Microwave links, fiber analog transmission for,
2.14–2.15
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Minimum acceptable power (MAP), for receiver,
1.25

Mirrors, Bragg, 4.34–4.35, 4.46–4.47, 4.50
Mobile radios, multichannel AM transmission for,

12.15
Modal bandwidth concatenation length scaling

factor, 6.9
Modal dispersion, 6.9
Modal gain:

for lasers, 4.9
for strained layer lasers, 4.33, 4.33f

Modal noise, 2.10
in optical link power budget, 6.17–6.18
in VCSELs, 4.49

Mode coupling, 8.4
in Fiber Bragg grating, 15.6, 15.6f
in long-period grating, 15.9, 15.10f

Mode hopping:
in multimode lasers, 4.15, 4.23, 4.25, 4.27
in optical link power budget, 6.11, 6.13
in VCSELs, 4.48

Mode-locking, 12.28–12.29, 12.29f, 12.30
regenerative, 12.40

Mode partition noise, 2.9–2.10, 6.2, 12.1
in edge-emitting lasers, 4.1
in multimode lasers, 4.23, 4.24f
in optical link power budget, 6.11–6.12, 6.12f,

6.13–6.14
Mode stripping, 1.13
Modified chemical vapor deposition (MCVD),

1.43, 1.43f
Modulation:

in coherent optical communications, 1.34–1.35,
1.35f

cross-phase, 3.3–3.4
laser, 2.6
of LEDs, 2.6, 4.41
OTDM networks, 12.30–12.31
in point-to-point communications links, 1.22–1.25
self-phase, 3.1, 3.3

Modulation error ratio (MER), 6.4–6.5
Modulation instability, 3.3, 3.11
Modulation response:

in lasers, 4.19, 4.19f, 4.20
in LEDs, 4.45

Modulators, 4.1–4.2
delta-beta reversal, 4.57
electroabsorption, 4.57–4.63
electro-optic, 4.64, 12.31–12.32, 12.32f, 12.33,

12.33f
electrorefractive semiconductor, 4.64–4.65
semiconductor interferometric, 4.66

Multichannel communications, four-wave mixing
in, 1.40–1.41

Multichannel dispersion compensator, 9.8–9.9,
9.8f

Multichannel video transmission, 2.14–2.15
Multilongitudinal mode Fabry-Perot laser, 2.6
Multimode fibers, 1.7, 2.1–2.2

attenuation measurement for, 1.13, 1.13f
bandwidth measurement for, 1.15, 2.3–2.4
for datacom systems, 4.1
dispersion in, 1.7–1.8, 2.3–2.4, 6.9
effective area of, 3.7
and gain-guided lasers, 4.14
noise in, 2.10, 6.17
normalized variables for, 1.10
transmission loss for, 6.7

Multimode interferometer (MMI), 4.66
Multimode lasers:

for low-cost communications systems, 4.12
mode hopping in, 4.15
mode partition noise in, 4.23

Multipass fiber strain measurement, 1.18, 1.19f
Multipath interference, in optical link power 

budget, 6.14
Multiple quantum wells (MQWs), 4.30, 4.31f,

12.33
Multiplexer, 10.4, 10.4f, 10.5, 10.10, 10.10f–10.11f

add-drop, 13.12, 13.13f, 13.15, 13.25, 13.25f
prism as, 10.5, 10.6f
time, 12.8f

Multiplexing, 1.29, 12.1, 12.4, 13.2
(See also specific type)

Multiwavelength Optical Network (MONET),
13.16

Neodymium-doped fiber amplifier (PDFA), 
11.3

Networks:
passive optical, 2.13
reconfigurable, 13.14–13.15, 13.15f, 13.16
topologies for, 13.13–13.14, 13.14f
(See also specific types)

Nipi modulator, 4.65
Noise:

in erbium-doped fiber amplifiers, 5.5–5.6
laser, 4.22–4.28
in optical amplifier, 11.3, 11.6–11.7
and optical link power budget, 6.5, 6.14–6.15
in photodetectors, 4.73–4.74, 4.77
in point-to-point communications links, 1.22,

1.24–1.26, 1.26f, 1.26t, 1.27–1.28
and quantization, 12.10
and receiver sensitivity, 2.7–2.9
with solitons, 1.29

Noise equivalent power (NEP), 4.75
Noise figure, of rare-earth doped amplifier, 5.6
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Nonlinear distortion:
compensation for, 3.12
in fiber analog systems, 2.15

Nonlinear frequency mixing, 3.1–3.2
Nonlinearities, optical, 3.1–3.2, 13.3–13.4, 13.6

cross-phase modulation, 3.3–3.4, 13.7, 13.7f
four-wave mixing, 1.40–1.41, 3.9–3.12, 13.8,

13.8f
and impairments, 2.16
photorefractive, 1.41
pulse compression, 1.39–1.40
self-phase modulation, 3.3, 13.7, 13.7f
and soliton propagation, 1.40–1.42, 7.1, 7.4, 7.4f,

7.12–7.13, 7.17
stimulated Brillouin scattering, 1.39–1.40,

3.7–3.9
stimulated Raman scattering, 1.35–1.36, 3.4–3.7

Nonlinear loop mirror (NOLM), 12.38
Nonlinear optical parametric wavelength conver-

sion, 11.10
Nonlinear polarization, 3.2, 3.5, 3.8, 3.10
Nonlinear Schrödinger equation (NSE), 1.39,

1.39t, 3.4, 7.2
Nonlinear switching devices, 5.1
Nonlinear wave equation, 3.2
Non-return-to-zero (NRZ) format, 12.12, 12.12f,

12.37f
clock recovery for, 12.15f, 12.16, 12.36
power spectrum for, 12.13f

Non-zero dispersion-shifted fibers (NZ-DSF),
13.10, 13.10f

North American digital hierarchy, 2.16
Numerical aperture (NA):

for laser light, 4.14
for optical fiber, 1.5, 1.5f, 1.6, 2.2

Nyquist noise, in photodetectors, 4.75

100Base-FX, 16.7
100Base-T, 16.7
1000Base-FX, 16.7
1 × N power splitters, 8.1, 8.4, 8.5f
Optical amplifier, 2.1, 2.11–2.12, 5.1–5.7

applications of, 11.2, 11.3f
fiber, 11.3–11.4
in OTDM system, 12.39
properties of, 11.2–11.3
semiconductor, 11.4–11.7

Optical carrier signal, 12.22, 16.6
Optical circulator, 9.8–9.9, 9.9f, 10.3–10.4, 10.4f,

10.9
Optical code-division multiplexing (OCDM), 

2.16
Optical crossconnects (OCCs), 13.14–13.15, 

13.15f

Optical damage, to lithium niobate (LiNbO3),
4.56–4.57

Optical fiber:
applications for, 1.7, 1.8, 1.19–1.22
a-profile of, 1.4–1.5, 1.9
attenuation in, 1.7–1.8, 1.8f, 1.12–1.14, 2.2–2.3,

2.3f, 13.2, 13.2f
bandwidth of, 1.14, 2.3, 13.2
chromatic dispersion of, 13.4–13.5, 13.5f, 13.6,

13.6f
core size of, 1.5–1.6
coupling of, 1.5–1.6, 1.12, 2.5
design of, 1.4, 1.4f, 1.5, 1.5f, 2.2
development of, 1.3, 2.1
dispersion in, 1.7–1.11, 1.14
dispersion-shifted, 1.16, 1.17f
fabrication of, 1.42–1.46
infrared, 14.1–14.14
medical applications for, 1.4, 14.1
metrology applications for, 1.4
modes supported by, 1.4, 1.7, 2.2
nonlinear properties of, 1.37–1.41, 3.1–3.12,

13.4, 13.6–13.8
normalized variables for, 1.9–1.10, 1.10t
numerical aperture of, 1.5, 1.5f, 1.6, 2.2
photosensitivity of, 9.1–9.3
polarization, 1.9–1.10
refractive index of, 1.4–1.5, 1.9, 1.11, 2.2, 

13.6
reliability of, 1.16–1.19
specialty, for dispersion management,

13.9–13.10
Optical fiber communication system:

amplification in, 11.1
(See also Amplifiers)

analog, 2.14–2.15
applications for, 2.16, 6.1–6.2
characteristics of, 6.2–6.7
components of, 2.1–2.10, 4.1
evolution of, 2.1, 13.1, 13.3, 13.4f
limitations in, 2.10–2.11
networks in, 2.13

Optical fiber sensors, 15.1–15.2
extrinsic Fabry-Perot interferometric, 15.2,

15.2f, 15.3, 15.3f, 15.4
intrinsic Fabry-Perot interferometric, 15.4,

15.4f, 15.5
Optical filters, tunable, 13.15
Optical hole burning (OHB), 4.15, 4.48–4.49
Optical injection locking, for clock recovery,

12.35, 12.35f, 12.36
Optical link power budget, 6.2–6.5

assembly loss in, 6.9–6.18
installation loss in, 6.7–6.9
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Optical mixing, 2.11
Optical mode conditioner, 16.8
Optical Networks Technology Consortium

(ONTC), 13.16
Optical parametric amplifier (OPA), 2.12, 2.16
Optical power:

conversion to, in lasers, 4.10–4.12
and electroabsorption modulators, 4.62
flow of, 10.3
of LEDs, 4.43, 4.43f
and mode-locking, 12.30
penalties on, 6.9–6.18

Optical preamplifiers, 2.11
Optical spectrum analyzer, fabrication of, 9.7
Optical storage loop, 5.1
Optical switches, 12.15
Optical tank circuit, for clock recovery,

12.34–12.35, 12.35f
Optical TDMA (OTDMA), 12.17–12.18, 

12.19f
Optical time-division multiplexing (OTDM), 

2.16, 12.17, 12.24, 13.3, 13.4f
components in, 12.38–12.39, 12.39f, 12.40, 

12.41f
devices for, 12.24
performance of, 12.40–12.41
transmission in, 12.30

Optical time domain reflectometry (OTDR), 
1.14, 1.14f

Optical trapping, 4.4–4.5, 4.5f, 4.6, 4.13–4.14
lateral, 4.6–4.7
in quantum well lasers, 4.29–4.30

Optical wavelength converter, 11.7–11.9
Outside process, for optical fiber fabrication,

1.43–1.44, 1.44f
Outside vapor deposition (OVD), 1.44

Packet, 13.2, 13.16f, 13.17
in ATM, 16.6
in FDDI, 16.3–16.4

Packet-switched data networks:
timed-division multiple access in, 12.16

Packet switching, 13.16, 13.16f, 13.17
Parallel multiplexing, 12.24, 12.25f
Passband, 12.1

in sampling theorem, 12.5
Passive antiguide region (PAR), in VCSEL, 

4.46f, 4.48
Passive optical networks, 12.13
Path reconfiguration, 13.14
Perturbation theory, 8.4
Phase-change modulators, 4.2
Phase diversity reception, 1.36
Phase-locked loop (PLL), 12.15, 12.15f, 12.16

Phase mask technique, for fiber grating fabrica-
tion, 9.5–9.6, 9.6f, 15.7, 15.7f, 15.8

Phase matching:
in four-wave mixing, 1.41, 3.11
for frequency doubling, 1.41
and nonlinear mixing, 3.1–3.2

Phase modulation, 12.30, 12.32, 13.26
Phase modulator:

electro-optic semiconductors as, 4.64
for lithium niobate, 4.53, 4.53f, 4.54

Phase noise:
of edge-emitting lasers, 4.1
with erbium-doped fiber amplifiers, 3.11
of lasers, 2.6, 4.1, 4.24–4.25, 4.27

Phase-shift keying (PSK), 1.33, 1.33t, 1.34, 2.11
Phase-shift measurement, 1.18
Phase stability, in laser operation, 4.27
Photobleaching, 6.18
Photocurrent, and shot noise, 1.25
Photodetectors:

avalanche, 1.27, 1.28f, 1.38, 2.1, 2.7, 2.9, 4.66,
4.76–4.77, 12.39

characteristics of, 4.72t
dark current in, 4.71–4.75
noise in, 4.74–4.75
in optical communications systems, 2.1, 2.7
output current of, 2.11
p-i-n, 1.27, 2.1, 2.7–2.8, 4.2, 4.66–4.75

absorption spectra for, 4.69, 4.70f
geometry for, 4.67, 4.67f, 4.68–4.69
materials for, 4.66
sensitivity of, 4.69, 4.72t
spectral response of, 4.69, 4.71f
speed of, 4.70–4.72

positive-negative (p-n), 4.68, 4.72
resonant, 4.69

Photodiodes:
p-i-n, 1.27, 2.1, 2.7–2.8

Photorefractivity, of lithium niobate, 4.56–4.57
Photosensitivity, 9.1–9.3, 15.5
Planar buried heterostructure (PBH) lasers, 

4.6
Planar lightwave circuit multiplexer (PLC 

MUX), 12.41
Plasma-assisted chemical vapor deposition

(PCVD), 1.43
Pleisosynchronous network, 16.6
P-n junction, 12.1–12.2

in semiconductor laser, 12.26
Pn photodetector, 4.68, 4.72
Pockels effect, 12.2, 12.32–12.33, 12.33f
Point-by-point technique, for fiber grating 

fabrication, 9.7–9.8
Pointer processing, 12.22–12.23
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Point-to-point links, 1.22–1.29
components of, 1.22, 1.22f
evolution of, 2.1
Fibre Channel as, 16.4
modulation in, 1.22–1.23
pulse distortion in, 1.23, 1.24f
signal-to-noise ratio in, 1.24
in SONET systems, 2.16
system design for, 1.24–1.29
in time-division multiplexing, 12.6, 12.8f
for wavelength-division multiplexing,

13.12–13.13, 13.13f
Polarization:

in coherent transmissions, 1.37
and electroabsorption modulators, 4.62
and electrorefraction, 4.65
in fiber-optic sensor applications, 8.6–8.7, 

8.7f
of laser emissions, 4.15
in lithium niobate modulators, 4.55–4.56
nonlinear, 3.2, 3.5, 3.8, 3.10
optical amplifier sensitivity to, 11.3–11.4
of optical fiber, 1.11–1.12
state of (SOP), 10.7
of VCSEL emissions, 4.49–4.50

Polarization dispersion, 1.12
Polarization scrambling, 13.26
Polarizers, 10.7, 10.8f, 10.9
Poling, 1.41
Polycrystalline (PC) fiber, 14.2t–14.3t, 14.8–14.9,

14.9f
Postamplifier, in OTDM system, 12.39–12.40
Power:

and dispersion, 1.23
in nonlinear transmissions, 3.1
as throughput limitation, 2.13–2.14

Power amplifier, 5.3
Power conversion efficiency (PCE), in amplifiers,

5.3
Power enhancement effect, in dispersion-

managed soliton transmission, 7.12–7.13
Power penalty, 2.10
Power spectra, for digital coding formats, 12.12,

12.13f
Praseodymium-doped fiber amplifier (PDFA),

5.6–5.7, 11.3
Preamplifiers:

Brillouin, 11.4
optical, 2.11, 11.2
in OTDM system, 12.38–12.39, 12.39f

Pre-form free drawing, in fiber fabrication, 
1.45

Profile dispersion, 1.9
Propagation constant, 1.8–1.9, 2.4, 8.3

Propagation delay:
in communications system design, 1.25
measuring, 1.16
in multimode fiber, 2.3

Propagation loss:
in cross-phase modulation, 3.4
in lithium niobate modulator, 4.56

Protection switching, in SONET ring architecture,
13.13

Pulse amplitude modulation (PAM), 12.6, 12.7f,
12.8

Pulse code modulation (PCM), 12.6, 12.10–12.11
24-channel format, 12.21, 12.21f

Pulse compression, 1.39, 1.39f, 1.40
Pulse distortion, 1.23, 1.24f
Pulse length modulation (PLM), 12.6, 12.7f
Pulse modulation, 12.4
Pulse position modulation (PPM), 12.6, 12.7f
Pulse propagation:

self-phase modulation effects on, 3.3, 13.7, 
13.7f

Pulse shaping:
and nonlinear transmissions, 3.1, 3.3

Pumping efficiency, of optical amplifier, 11.3–11.4

Quantization:
of digital signal, 12.10, 12.10f
and signal distortion, 12.11

Quantum-confined Stark effect (QCSE), 4.57,
4.58f, 4.65, 12.2, 12.33

Quantum efficiency:
of LEDs, 4.40
of photodiodes, 4.69
of rare-earth doped amplifiers, 5.6–5.7
of silicon, 2.7

Quantum well, 12.2
electroabsorption in, 4.57, 4.63
in electroabsorption modulator, 12.33–12.34
in electro-optic semiconductor modulators, 

4.64
and electrorefraction, 4.65
in LEDs, 4.40
in VCSELs, 4.46, 4.49–4.50

Quantum well (QW) lasers, 4.1, 4.3–4.4, 4.28–4.31
absorption spectrum for, 4.29, 4.31f
band diagrams for, 4.29, 4.31f

Quarter-wavelength-shifted grating, 4.38, 4.38f,
12.28, 12.28f

Quaternary, 4.2–4.3

Radiation, blackbody, 14.4
Radiation, ionizing, effect on fiber links, 6.18
Radiation-induced darkening, 6.18
Radiation-induced loss, 6.18
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Radiative loss, and fiber attenuation, 2.2
Radiative quantum efficiency:

in praseodymium-doped fiber amplifier sys-
tems, 5.6

Raman amplification, 11.3–11.4
Raman gain:

for fused silica, 3.5, 3.6f
and stimulated Raman scattering, 3.7

Raman-induced Kerr-effect spectroscopy
(RIKES):

in time domain measurement, 1.16
Rare-earth ions:

and erbium-doped fiber amplifiers, 5.5–5.6
and fiber attenuation, 1.8, 1.42, 2.2
and fluoride fibers, 1.46

Receiver:
extinction ratio of, 6.14
in OTDM system, 12.38–12.39, 12.39f, 12.40
in point-to-point communications system,

1.25–1.26, 1.26f, 1.26t, 1.27, 1.27f, 1.28
sensitivity of, 1.34, 1.33t, 2.1, 2.7–2.11, 6.3
types of, 2.1

Receiver thermal noise, 2.7
Reference burst, in time-division multiple access

frame, 12.17, 12.17f, 12.18
Reflection:

distributed, in lasers, 4.34
in double heterostructure lasers, 4.7–4.8
in extrinsic Fabry-Perot interferometric sensor,

15.3
in optical communications systems, 1.23
from optical networks, 1.14

Reflection-induced noise, 2.9, 6.15
Reflective grating:

fiber Bragg, 9.1–9.9
in multiplexer/demultiplexer, 10.6, 10.7f

Reflectivity:
of Bragg grating, 9.3–9.4, 9.4f

Regenerative mode locking, 12.40
Regenerators, 13.17, 13.18f
Relative intensity noise (RIN), 1.22–1.23, 1.23f,

1.24, 2.7, 2.9, 6.2
of lasers, 4.1, 4.22–4.23, 4.23f
in optical link power budget, 6.14–6.15
of VCSELs, 4.49

Relaxation oscillations, in lasers, 4.16–4.17, 4.17f,
4.18–4.19, 4.28

Reliability assessment, of optical fiber, 1.16–1.19
Repeaters:

in datacom versus telecom systems, 6.2
fiber amplifiers as, 5.1
jitter accumulation in, 6.17

Repeater spacing, increasing, 2.11, 2.16
Resonance frequency, for lasers, 2.6

Resonant photodiode, 4.69
Return-to-zero (RZ) format, 12.12, 12.12f,

12.37f
clock recovery for, 12.13, 12.14f, 12.16, 12.36
data stream for, 12.12–12.13, 12.13f
and mode-locking, 12.28
power spectrum for, 12.13, 12.13f

Ridge waveguide (RWG) lasers, 4.6–4.7, 4.7f,
4.14, 4.58

Routing, in networks, 2.13

Sagnac loop, 9.8
Sample-and-hold circuit, 12.4
Sampling, 12.2, 12.4

and quantization, 12.11
Sampling theorem, 12.4–12.6, 12.6f
Saturated output power, for rare-earth doped

amplifiers, 5.3
Saturation current, in photodetectors, 4.72
Scalar wave equation, 1.6, 8.2
Scattering:

anti-Stokes, 3.5
and fiber attenuation, 1.8, 2.2
stimulation of, in fibers, 1.37–1.38, 3.2, 

3.4–3.9
Schottky photodiodes, 1.27, 4.66, 4.68
Schrödinger equation:

nonlinear, 1.39, 1.39t, 3.4, 7.2
Second-harmonic generation (SHG), 3.2
Self-phase modulation (SPM), 1.39, 3.1, 3.3, 13.7,

13.7f
in dispersion-managed soliton transmission,

7.13
and transform-limited pulse, 7.2–7.3, 7.3f, 7.4

Self-steepening, 3.4
Sellmeier formula, for material dispersion curves,

1.11
Semiconductor laser amplifier loop optical mirror

(SLALOM), 12.38
Semiconductor laser amplifiers (SLAs), 2.12,

11.4–11.7
design of, 11.4, 11.6f
gain spectrum for, 11.5f

Semiconductor lasers, 4.1, 4.7
noise in, 4.24–4.25, 4.28
operation of, 4.9
as optical system transmitters, 12.24–12.27
packaging for, 4.8, 4.8f
turn-on delay for, 4.16, 4.17f

Semiconductor modulators, 4.2
Semiconductor optical wavelength converter,

11.10–11.11
Separate confinement heterostructure (SCH), 4.5,

4.5f
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Serial byte connection (SBCON), standard for,
16.1

Serial multiplexing, 12.24, 12.25f
Short-period grating (SPG), 15.6
Shot noise:

in lasers, 4.22
in photodiodes, 4.74
in point-to-point communications links, 1.25,

1.26f, 1.27–1.28
and receiver sensitivity, 2.7, 2.9

Signal, digital, 12.10
Signal-dependent noise, 2.9–2.10
Signal processing, Fabry-Perot amplifiers for, 11.4
Signal-to-noise ratio (SNR):

in fiber-optic systems, 4.74, 6.2
for lasers, 4.1, 4.22–4.23
in point-to-point communications links, 1.24,

1.28
for quantized digital signals, 12.11
and receiver sensitivity, 2.7

Single-channel video transmission, 2.14
Single-crystal (SC) fiber, 14.2t–14.3t, 14.8–14.10,

14.10f
Single-hop network, 13.14
Single-longitudinal-mode lasers (SLM), 2.6
Single-mode fiber (SMF), 1.7, 2.1–2.2

for coherent communications links, 1.37
cut-back method applied to, 1.13
and dispersion, 1.9, 1.11f, 1.15, 2.4, 2.4n, 6.11,

6.11f
effect area of, 3.7
electric field of, 13.4
and gain-guided lasers, 4.14
long-distance applications for, 1.7, 1.13
noise in, 6.17
nonlinearities in, 3.1
normalized variables for, 1.9–1.10
polarization modes in, 8.6
in telecom systems, 4.3
transmission loss for, 6.7

Single-mode lasers, 12.27
for high-cost communications systems, 4.12
index-guided, 4.14

Single-mode SC duplex fiber-optic connector,
16.5, 16.5f

Single quantum well (SQW), 4.29, 4.31f
Single transverse mode, for VCSELs, 4.48
Sliding frequency-guiding filters, 7.8–7.9
Slowly varying envelope approximation (SVEA),

3.2, 3.4
Smart pixels, and VCSELs, 4.45
Solitons:

applications for, 12.42
frequency of, controlling, 7.7–7.8

Solitons (Cont.):
generation of, 3.1, 3.3
in long-distance transmissions, 2.12, 7.5
nature of, 7.2–7.4
propagation of, 1.38–1.39, 1.39f, 1.37t, 1.38
properties of, 7.4–7.5
purpose of, 7.1–7.2
in ultrashort pulse transmissions, 1.29–1.30

Soliton transmission systems, 7.5–7.7
dispersion-managed (DM), 7.12–7.13, 7.13f,

7.14–7.15
frequency-guiding filters in, 7.7–7.9
wavelength-division multiplexing, 7.9–7.12

SONET rings, 2.16, 13.13
Sources:

in optical communication systems, 4.1
in photosensitivity, 9.2

Spatial hole burning, 4.15, 4.48–4.49, 12.2, 12.26
Spatial mode:

in lasers, 4.15
in VCSELs, 4.59

Spectral hole burning, 4.15
Spectral inversion, 3.11, 3.11f, 3.12
Spectral mode:

in lasers, 4.15
in VCSELs, 4.49

Spectroscopy, evanescent wave, 14.14
Splice:

of fiber amplifiers, 11.4
loss from, 6.8t, 6.14, 6.17
types of, 6.9

Split-off band, and strained quantum wells, 4.33
Splitter, 10.2, 10.3f

design of, 10.9, 10.9f
polarization, 8.7f
tapered fiber, 8.1, 8.6

Spontaneous emission, 12.2
from amplifiers, 7.6
from lasers, 4.10–4.11, 4.18, 4.20, 4.22
from LEDs, 4.39–4.41, 12.26

Spurious-free dynamic range (SFDR), 6.7
Standards, for optical communications, 16.1–16.8
Star architecture, in power-limited transmission

medium, 2.13
Stark effect, 4.2, 4.57, 4.58f
Star network topology, 13.13–13.14, 13.14f

in FDDI, 16.3
Step-index fibers, 1.5, 1.7, 1.9

Bessel functions for, 1.7f
core diameter-wavelength relation for, 1.10
dispersion in, 2.3–2.4
index profile for, 1.17f

Stimulated Brillouin scattering (SBS), 1.37–1.38,
3.1, 3.7–3.9
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Stimulated emission, 12.2
from lasers, 4.11, 4.45, 12.26

Stimulated Raman scattering (SRS), 1.37–1.38,
1.40, 3.1, 3.4–3.7

beam geometry for, 3.5, 3.5f
Stokes-shifted Brillouin scattering, 3.7–3.9
Stokes-shifted Raman scattering, 3.4–3.7
Strain, 4.2, 4.15, 4.29
Strained layers, in LEDs, 4.40
Strained layer (SL) lasers, 4.1, 4.31–4.34

band diagrams for, 4.32f
Strip loading, 4.7
Surface-emitting LEDs (S-LEDs), 4.39–4.40,

4.40f, 4.41–4.42
Swept-frequency methods, 1.15
Switch, 10.5, 10.5f, 10.11, 10.11f

all-optical, 12.36–12.38, 12.38f, 13.15
tapered fiber, 8.1, 8.5, 8.5f

Switching:
circuit, 13.16, 13.16f
in networks, 2.13
packet, 13.16, 13.16f, 13.17
protection, in SONET rings, 13.13
in time-division multiplexing, 12.8, 12.8f

Synchronization:
in demultiplexing, 12.9
in time-division multiple access, 12.16–12.18
in time-division multiplexing, 12.19–12.20

Synchronous digital hierarchy (SDH), 2.16,
12.20–12.21

Synchronous optical network (SONET), 2.16,
12.20–12.23, 12.23f, 16.6

and FDDI, 16.4
Synchronous payload envelope (SPE),

12.22–12.23
Synchronous transmission signal (STS),

12.22–12.23, 16.6

Tapered fibers, 8.1–8.8
bending in, 8.5, 8.5f

Tapered single-mode fiber-optic power splitter,
8.1

Tapped bus, in power-limited transmission
medium, 2.13

Telecom devices, 4.1
Telecommunications:

edge-emitting lasers as source for, 4.3
long distance, 1.7, 1.9, 1.45
optical fiber applications for, 1.19
optimal laser source for, 4.3

Telecom systems, 6.1–6.2
Temperature, laser sensitivity to, 4.12–4.13
10Base-T, 16.7
Tensile strain, on quantum wells, 4.33–4.34

Tensile strength, of optical fiber, 1.16–1.17
Terahertz optical asymmetric demultiplexer

(TOAD), 12.38
Ternary layers, 4.2
Thermal noise, in photodetectors, 4.74–4.75
Thermal runaway, 4.13
Three-wave mixing, 3.2
Throughput, in passive optical network, 2.13
Tilted gratings, 9.7
Time-division multiple access (TDMA), 12.3,

12.16–12.17, 12.17f, 12.18
Time-division multiplexing (TDM), 1.29,

12.16–12.24, 13.2
analog, 12.4, 12.6, 12.9
applications for, 12.18
for FDDI-II, 16.4
frames in, 12.18–12.19, 12.20f, 12.21
to increase bit rate, 2.11
in networks, 12.3
for SONET, 12.22–12.23, 12.23f, 12.24
synchronization in, 12.19–12.20
system components in, 12.38–12.40
30-channel, 12.21
timing information in, 12.9
timing recovery in, 12.15
24-channel, 12.21, 12.21f

Time domain measurement, 1.14–1.16
of fiber strain, 1.18f

Time slot:
and intersymbol interference, 13.5
in time-division multiple access, 12.16–12.18
in time-division multiplexing, 12.18–12.19,

12.20f, 13.2
Timing recovery, 12.14–12.16

in time-division multiple access, 12.17
Timing signal, 12.14
Token, in FDDI, 16.3
Token passing ring, FDDI as, 16.2
T1 signal, 12.21
Transatlantic fiber cable link, 1.16
Transform-limited pulse, 7.2–7.3, 7.3f, 7.4
Transmitter arrays, 2.11
Transmitters:

extinction ratio of, 6.14
in optical fiber communications system, 2.1,

2.5–2.6
semiconductor laser as, 12.24–12.25

Transparent fiber systems, 5.2
Transverse electric (TE) waveguide mode, 4.15
Transverse holographic technique, for fiber grat-

ing fabrication, 9.5, 9.5f
Transverse magnetic (TM) waveguide mode, 

4.15
Traveling wave (TW) amplifiers, 11.4
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Tributary signal, 12.18, 12.20
Tunable lasers, 2.6, 2.11

Ultrashort pulse transmission, 1.33–1.34
Ultraviolet (UV) light:

in photosensitivity, 9.2–9.3
Undersea communications:

amplified soliton transmission for, 1.29
couplers for, 8.4
optical amplifiers in, 2.12

Vapor axial deposition (VAD), 1.44
Variable-gain amplifier (VGA), 12.40
Verdet constant, 10.7
Vertical cavity surface-emitting laser (VCSEL),

2.6n, 4.2, 4.45–4.50
electrical injection of, 4.47–4.48, 4.48f
geometry of, 4.45, 4.46f
L-I curve for, 4.49
long-wavelength, 4.50
mirror reflectivity of, 4.46–4.47, 4.50
quantum wells in, 4.46
spatial characteristics of emissions from,

4.48–4.49
spectral characteristics of emissions from,

4.49–4.50
Virtual tributaries, in SONET, 16.6

Walkoff, and stimulated Raman scattering, 3.7
Wander, 6.16
Wannier Stark localization (WSL), 4.63
Waveguide confinement factor, 4.4
Waveguide dispersion, 1.19, 1.16, 2.4–2.5
Waveguide modulator, 4.57–4.60
Waveguides, 1.4, 1.6, 2.2, 3.1–3.2

and optical confinement, 4.4–4.5, 4.5f, 4.6, 4.29
planar, 8.1
for wavelength-division multiplexing, 1.30–1.31

Wavelength:
and attenuation, 6.7–6.8
for lasers in telecom applications, 4.2
in network architectures, 13.14
for optical amplifier, 11.3

Wavelength (Cont.):
in optical fiber applications, 1.20–1.21, 2.3
for photodetectors, 4.72t
for point-to-point system, 1.24
splitting, with tapered fiber technology, 8.6, 

8.6f
Wavelength conversion, 11.7–11.9
Wavelength division multiplexing (WDM),

1.30–1.32, 1.31f–1.32f, 12.9
applications for, 13.1–13.2
broadband, and dispersion flattening, 1.16
channel capacity in, 1.40, 13.3, 13.3f, 13.12
couplers for, 8.1, 8.4
dispersion compensation in, 13.8–13.12
four-wave mixing in, 3.11, 13.8
frequency-guiding filters in, 7.8–7.9
to increase bit rate, 2.11
and soliton transmission, 7.2, 7.9–7.12,

7.15–7.17
traveling wave amplifiers for, 11.4
and tunable lasers, 2.6, 2.11

Wavelength-routed network, 13.13, 13.13f
Wavelength routers, 13.14
Wavelength-tunable lasers, 13.14
WDM networks, 11.7

architecture for, 13.12–13.17
channel power equalization in, 13.21–13.23,

13.23f, 13.24, 13.24f
crosstalk in, 13.24, 13.24f, 13.25, 13.25f, 13.26,

13.26f
erbium-doped fiber amplifiers for, 13.1,

13.17–13.21
for large throughput, 12.13
regeneration vs. optical amplification in, 13.17,

13.18f
WDM ring network, blocking probability in,

13.13–13.14, 13.15f
WDM-TDM optical networking, 12.42
Weibull exponent, 1.18, 1.19t, 1.20f–1.21f
Wide area network (WAN), 2.13

Y-branch interferometric modulator, 4.51, 4.51f,
4.54–4.56
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